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Introduction

Designing and Managing Behavior Models describes how NerveCenter works and how you can monitor
your network most effectively. This book is written for users operating the NerveCenter Client.

NerveCenter Documentation

This section describes the available NerveCenter documentation, which explains important concepts in
depth, describes how to use NerveCenter, and provides answers to specific questions.

The documentation set is provided in online (HTML) format, as well as PDF for printing or on-screen
viewing.
Using the Online Help

You can view the documentation with Google Chrome, Mozilla Firefox, Apple Safari, or Microsoft Edge.
Refer to the NerveCenter Release Notes for the browser versions supported with this release.

Note: For in-depth instructions on using the online documentation, click the Help button E inthe
upper right of the Help window.

Printing the Documentation

The NerveCenter documentation is also available as Portable Document Format (PDF) files that you can
open and print. All PDF files are located in your installpath/doc directory.

Note: You must have Adobe Acrobat Reader to open or print the PDF files. You can download the
Reader free from Adobe’s Web Site at www.adobe.com.

NerveCenter 6.2 Designing and Managing Behavior 1
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n Introduction

The NerveCenter Documentation Library

The following documents ship with NerveCenter.

Book Title Description Application Audience PDF for Print
NerveCenter | Describes new NerveCenter All All relnotes. pdf
Release features and includes late-
Notes breaking information, software
support, corrections, and
instructions.
Installing Helps you plan and carry out All Installation install. pdf
NerveCenter | your NerveCenter upgrades and team
new installations. Use the
Release Notes in conjunction
with this book.
Managing Explains how to customize and | NerveCenter | Administrator | managing_
NerveCenter | tune NerveCenter after it has Administrator nervecenter.pdf
been installed.
NerveCenter | Explains how to integrate NerveCenter | Administrator | integratingNC.
Platform NerveCenter with network Administrator pdf
Integration management platforms.
Guide
Learning to Provides step-by-step NerveCenter | Users with learningModel.
Create instructions and examples for Client administrative | pdf
Behavior creating behavior models. privileges
Models
Designing and | Explains behavior models in NerveCenter | Users with designingModels.pdf
Managing depth, how to create or modify | Client administrative
Behavior models, and how to manage privileges
Models your models.
Monitoring Explains how NerveCenter NerveCenter | Users monitoringNet.
Your Network | works and how you can most Client pdf
effectively monitor your
network.
UNIX Systems

On UNIX systems, NerveCenter man pages provide command reference and usage information that you
view from the UNIX shell as with other system man pages. When you specify documentation during
NerveCenter installation, the script installs nroff-tagged man pages and updates your system’s
MANPATH environment variable to point to the NerveCenter man page directory.

Designing and Managing Behavior
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NerveCenter Documentation n

Document Conventions

This document uses the following typographical conventions:

Element Convention Example

Key names, button names, menu names, command Bold Press Tab

names, and user entries Enter ovpa -pc

m A variable you substitute with a specific entry Italic Enter ./installdb -f IDBfile
m Emphasis

m Heading or Publication Title

Code samples, code to enter, or application output Code iifInOctets > O

Messages in application dialog boxes Message Are you sure you want to
delete?

An arrow (> )indicates a menu selection > Choose Start > Programs >
NerveCenter

Caution: A caution warns you if a procedure or description could lead to unexpected results, even data
loss, or damage to your system. If you see a caution, proceed carefully.

Note: A note provides additional information that might help you avoid problems, offers advice, and
provides general information related to the current topic.

Documentation Feedback

LogMatrix, Inc. is committed to providing quality documentation and to helping you use our products to the
best advantage. If you have any comments or suggestions, please send your documentation feedback to:

Documentation

LogMatrix, Inc.

230 N. Serenata Drive, Suite 711
Ponce Vedra Beach, FL 32082 USA

support@logmatrix.com

NerveCenter 6.2 Designing and Managing Behavior 3
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n Introduction

LogMatrix Technical Support
LogMatrix is committed to offering the industry's best technical support to our customers and partners.

You can quickly and easily obtain support for NerveCenter, our proactive IT management software.

Professional Services

LogMatrix offers professional services when customization of our software is the best solution for a
customer. These services enable us, in collaboration with our partners, to focus on technology, staffing,
and business processes as we address a specific need.

Educational Services

LogMatrix is committed to providing ongoing education and training in the use of our products. Through a
combined set of resources, we can offer quality classroom style or tailored on-site training.

Contacting the Customer Support Center

For Telephone Support
Phone: Toll Free +1 (800) 892-3646 or Phone +1 (508) 597-5300

For E-mail Support

E-mail: support@logmatrix.com.

4 Designing and Managing Behavior NerveCenter 6.2
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Understanding NerveCenter

This chapter explains:
m  What type of product NerveCenter™ is
m How NerveCenter manages nodes
m  What the NerveCenter main components are

m  What roles NerveCenter can play in a network or system management solution

What is NerveCenter?

There are many network management tools designed to identify network faults and send alerts, but in
doing so they may often flood the event console with raw data. Each critical or warning message
indicating a potential problem — a failed router, for example — is usually accompanied by many additional
messages regarding devices downstream that cannot be contacted. As a result, there is a great deal of
information to sift through before the real problem can be identified and corrected.

NerveCenter is a network management tool that helps automate the identification, tracking, management,
and resolution of important network events to facilitate proactive isolation and response to key events.
NerveCenter uses the Simple Network Management Protocol (SNMP) to acquire data about managed
devices, as well as Internet Control Message Protocol (ICMP) messages from your network to provide
basic information about unresponsive devices.

For each device being monitored, NerveCenter's event correlation engine creates one or more finite state
machines — or alarms — that define operational states of interest and the transitions between those
states. These state machines enable NerveCenter to correlate data from multiple sources over time
before concluding that a problem exists. As a simple example, an interface link-down trap might not
indicate a problem if a link-up trap is received within a given amount of time, allowing both traps to be
ignored. If the link-up trap does not follow in the given time, then NerveCenter can then implement
predefined actions such as notifying an administrator, executing a script to correct the problem, or
notifying a network management platform.

In addition to being an advanced event automation solution, NerveCenter is also a highly scalable cross-
platform client/server application. It can run co-resident with a network management platform (such as
IBM Tivoli Netcool/OMNIBus) and manage thousands of nodes, or distributed as a background process
at tens or even hundreds of remote offices.

NerveCenter 6.2 Designing and Managing Behavior 5
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How NerveCenter Manages Nodes

To perform its job of event automation, NerveCenter relies on the definition of behavior models. These
models are constructed from NerveCenter objects (which we'll discuss in detail later) and define:

m  Which nodes the behavior model will affect

m How NerveCenter will detect certain conditions on these nodes
m How NerveCenter will correlate the conditions it detects

m How NerveCenter will respond to network problems

The following sections elaborate on the tasks that NerveCenter performs in order to automate event
handling.

Defining a Set of Nodes

NerveCenter can get the list of devices to monitor from a network management platform, discover them
on the network, or import this information from another NerveCenter database.

NerveCenter assigns to each managed node a set of properties, and these properties determine which
behavior models apply to a node. Properties typically describe the type of the device—for example, a
router—or are named after objects in the management information base (MIB) used to manage the node.

Once NerveCenter assigns a set of properties to a node, NerveCenter automatically applies to that node
all of the models that refer to those properties. If NerveCenter detects that a node has been deleted or that
its properties have changed, the product immediately retires or updates the set of models that are actively
managing that node. This dynamic process enables NerveCenter to adapt at once to changes in network
configuration reported by the management platform or by NerveCenter's own discovery mechanism.

It is also possible to assign properties to nodes manually to further refine the set of models that
NerveCenter uses to manage a node. For example, you may want to distinguish a backbone router from a
campus router to regulate how much and how often status information is collected.

Detecting Conditions

As is discussed in the section Role in Network Management Strategy on page 22, NerveCenter can
collect network and system data from a variety of sources. However, most frequently NerveCenter
obtains data from Simple Network Management Protocol (SNMP) agents running on managed nodes.
This means that NerveCenter detects most conditions by:

m Receiving and interpreting an SNMP trap
m Polling an SNMP agent for data and analyzing that data

One of the criticisms of SNMP-based enterprise management platforms over the years has been that,
because SNMP trap delivery is unreliable, the platform must poll agents and this polling generates too
much network traffic. NerveCenter helps alleviate this problem by enabling you to determine the interval
at which a poll is sent and to turn a poll off. Even more important is NerveCenter's smart polling feature.
NerveCenter sends a poll to a node only if the poll:

6 Designing and Managing Behavior NerveCenter 6.2
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How NerveCenter Manages Nodes n

m Is part of a behavior model designed to manage that node

m Can cause achange in the alarm’s state.

Also, because of NerveCenter’s client/server architecture, NerveCenter servers can be distributed so
that all polling is done on LANs, and not across a WAN. Furthermore, use of SNMP v2c and v3 features
allow SNMP to be utilized both reliably and securely.

Correlating Conditions

Event correlation involves taking a number of detected network conditions, often a large number, and
determining:

m How these conditions, or some subset of them, are related
m The underlying cause of a set of conditions, or the problem to which they have led

Forinstance, NerveCenter may look at a large number of events and identify a subset of events that
relate to SNMP authentication failures on a managed node. NerveCenter may then determine that the
authentication failures were far enough apart that no problem exists, or it may find that several failures
occurred within a short period of time, indicating a possible security problem. In the latter case,
NerveCenter might notify administrators of the potential problem. In this way, administrators receive one
notice about a potential security problem rather than having to browse through a long list of detected
conditions and identify the problem themselves.

Detected conditions can be correlated in many ways. In fact, once you start working with NerveCenter,
you will help determine how these conditions are correlated yourself. However, there are some typical
ways in which NerveCenter finds relationships between conditions. Several of these methods are
discussed in the following sections:

m Detecting the Persistence of a Condition on the next page
m Finding a Set of Conditions on page 9

m Looking for a Sequence of Conditions on page 10

NerveCenter 6.2 Designing and Managing Behavior 7
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Detecting the Persistence of a Condition

Probably the simplest method of correlating detected conditions is to search for the persistence of a
problem. For example, a network administrator might want to know if an SNMP agent sends a link-down
trap and that trap is not followed within three minutes by a link-up trap. NerveCenter can track such a link-
down condition using a state diagram similar to the one shown below.

Start timer

\ i

DownTrap

Link-down trap

Timer

Link-up trap ﬂ
goes 0

Inform
management
platform

Delete timer

A\

=

LinkDown

I X

Ground
Link-up trap

Figure 1: State Diagram for Detecting a Link-Down Condition

Let’s say that NerveCenter has this state diagram in memory and is tracking a particular interface for a
link-down condition.

m Thefirst time NerveCenter sees a link-down trap concerning that interface, the current state
becomes DownTrap, and NerveCenter starts a three-minute timer.

m If NerveCenter receives a link-up trap within three minutes of the link-down trap, the current state
reverts to Ground (normal) because NerveCenter is looking for a persistent link-down condition. In
addition, NerveCenter stops the timer. However, if three minutes expire before a link-up trap
arrives, the current state becomes LinkDown, and NerveCenter informs a network management
platform that the link is down.

m The current state remains LinkDown until a link-up trap does arrive. At that point, the current state
reverts to Ground, and the process begins again.

8 Designing and Managing Behavior NerveCenter 6.2
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Finding a Set of Conditions

Another common type of event correlation is the identification of a set of conditions. For example, let’s
say that you're monitoring the interfaces on a router. To be notified when a low-speed interface goes down
or when a high-speed interface goes down, you might use the following state diagram.

Interface
back up

Interface
back up

Low-speed High-speed
interface down interface down

Low-speed _
Problem E-mail

High-speed
Problem

Page

Figure 2: State Diagram for Detecting a Router Interface Problem

What causes state transitions in this situation? NerveCenter can poll the SNMP agent on the router for
the values of the following interface attributes: ifOperStatus, ifAdminStatus, ifSpeed, ifinOctets, and
ifOutOctets.

If the poll successfully returns values for these attributes, NerveCenter can then evaluate the expression
shown below in pseudocode:
if ifOperStatus is down && i1ifAdminStatus is up &&
(1fInOctets > 0 || 1fOutOctets > 0)
if ifSpeed < 56K
move to lowSpeedProblem state
else

move to highSpeedProblem state
else

move to ground state
This code is looking for two sets of conditions. The first set is:
m The operational state of the interface is down.
m The administrative status of the interface is up.

m Traffic has been passed on this interface. (If no traffic has been passed, the interface is just coming
up.)
m Theinterface’s current bandwidth is less than 56K.

If this set of conditions is met, a problem exists on an interface that is probably used for a dial-up
connection.

NerveCenter 6.2 Designing and Managing Behavior 9
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n Understanding NerveCenter

The second set of conditions is the same as the first, except that the last condition is that the interface’s
current bandwidth is greater than or equal to 56K. If this set of conditions is met, a problem exists on a
higher speed interface.

If neither of these sets of conditions is met, the current state should return to, or remain at, Ground.

NerveCenter may detect many conditions concerning an interface before it finds the set of conditions it is
looking for. The administrator need not see information about each of these conditions. He or she will be
emailed or paged if the interface goes down.

Looking for a Sequence of Conditions

NerveCenter also enables you to correlate conditions by looking for sequences of conditions. This type of
correlation is possible because, in NerveCenter, each state in a state diagram can look for a different set
of conditions. Forinstance, let’s look at a state diagram that NerveCenter uses to track the status of a
node and its SNMP agent. The diagram includes states for the following conditions:

m The node and its SNMP agent are up.
m Thenode is up, but its agent is down.
m The node is unreachable.

m Thenode is down.

10
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Ground

Net unreachable Port unreachable
| 1 |

‘ Node unreachable I ‘ SNMP Timeout I

‘ Net unreachable ” Port unreachable I

‘ Node unreachable ‘ SNMP Timeout I

Unreachable Unknown Agent Down
‘ Net unreachable ‘ Node up I
‘ Node unreachable I
‘ ICMP timeout I
ICMP timeout Device Down ICMP timeout I

Figure 3: State Diagram for Determining Node Status

Note: A more realistic state diagram for tracking the status of a node would include transitions from the
terminal problem states back to Ground.

NerveCenter 6.2 Designing and Managing Behavior 11
Models



n Understanding NerveCenter

When checking the status of a node and its SNMP agent, NerveCenter begins by polling the node to see
if the node’s SNMP agent will return the value of the MIB attribute sysObjectID. If the agent returns this
value, the current state remains Ground. However, NerveCenter makes Error the current state if:

m The node, or the network the node is on, is unreachable
m The node is reachable, but the SNMP agent doesn’t respond

Similarly, NerveCenter changes the current state to Unknown if it detects for a second time that the node
is unreachable or the node’s SNMP agent isn’t responding.

Once the current state becomes Unknown, though, NerveCenter begins looking for a different set of
conditions. NerveCenter checks to see whether the node will respond to an ICMP ping. If it will,
NerveCenter knows that the node is up, but its SNMP agent is down. If it receives another network- or
node-unreachable message, NerveCenter knows that the node is unreachable. And if the ping times out,
NerveCenter knows that the node is down.

This ability of different states to monitor different conditions gives you the ability to correlate sequences of
conditions. That is, a sequence of two SNMP timeouts followed by a Node up indicates that the node is
up but its agent is down. And a sequence of two Node unreachables followed by an ICMP timeout
indicates that the node is down.

Responding to Conditions

NerveCenter not only enables you to detect network and system problems, but is able to respond
automatically to the conditions it detects. To set up these automated responses, you associate actions
with state transitions.

The possible actions you can define are discussed in the following sections:
m Notification on the facing page
m Logging on the facing page
m Causing State Transitions on page 14
m Corrective Actions on page 14

m Action Router on page 15
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Notification

If a particular network or system condition requires the attention of an administrator, the best action to
take in response to that condition is to notify the appropriate person. NerveCenter lets you notify
administrators of events in the following ways:

m You can send an audible alarm (a beep) to workstations running the NerveCenter Client.
m You can send a message to an administrator using either SMS service or SMTP mail.
m You can page an administrator.

m You can send information about a network or system condition to another NerveCenter server. This
capability is useful if you have a number of NerveCenter servers at different sites and want these
servers to forward information about important events to a central server.

m You can send information about a network or system condition to a network management platform
such as IBM Tivoli’'s Netcool/OMNIbus. Administrators can then be notified of a problem found by
NerveCenter using the other management tool’s console.

For more information on integrating NerveCenter with other network management products, see the
section Role in Network Management Strategy on page 22.

Logging
If you want to keep a record of an event that takes place on your network, you must explicitly log
information about the event at the time it occurs. NerveCenter provides three actions that provide for such
logging:

m LogtoFile

m systemlog (syslog)

Log to File writes information about an event to a file. The EventLog action writes information about an
event to the system log.

When you assign a logging action to a behavior model, you have the choice of logging default data or
customizing what data you deem relevant. This saves disk space and streamlines information used later
for analysis and reporting.
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Causing State Transitions

In some behavior models, one alarm needs to cause a transition in another. The action that enables such
communication between alarms is called Fire Trigger. This action creates a NerveCenter object called a
trigger that can cause a state transition in the alarm from which it was fired or in another alarm.

The Fire Trigger action also lets you specify a delay, so you can request that a trigger be fired in one
minute or five hours. This feature is especially useful when you’re looking for the persistence of a
condition. Let’s say that you want to look for three intervals of high traffic on an interface within a two-
minute period. When your poll detects the first instance of high traffic, and your alarm moves out of the
Ground state, you can fire a trigger with a two-minute delay that will return your alarm to the Ground
state—unless a second and third instance of high traffic are detected.

If a third instance of high traffic is detected, you should cancel the trigger you fired on a delayed basis.
You do this by adding the Clear Trigger action to the transition from the second high-traffic state to the
third.

NerveCenter also includes a Send Trap action. You define the trap to be sent, including the variable
bindings, and associate the action with a state transition. When the transition occurs, the trap is sent. The
trap can be caught by a NerveCenter trap mask—in which case you can use Send Trap somewhat like
Fire Trigger, to generate a trigger—or by any application that processes SNMP traps.

Corrective Actions

There are a number of NerveCenter actions that you can use to take corrective actions when a particular
state transition occurs. These are:

s Command
m Perl Subroutine
m Set Attribute
m Delete Node
m SNMP Set
The Command action enables you to run any script or executable when a particular transition occurs.

The Perl Subroutine action enables you to execute a Perl script as a state-transition action. You first
define a collection of Perl scripts and store them in the NerveCenter database; then, you choose one of
your stored scripts for execution during a state transition.

The Set Attribute action enables you to set selected attributes of the NerveCenter objects used to build
behavior models.

The Delete Node action deletes the node associated with the current state machine from the NerveCenter
database. This action is useful if you use a behavior model to determine which nodes you want to monitor
and manage.

The SNMP Set alarm action changes the value of a MIB attribute when an alarm transition occurs.

14 Designing and Managing Behavior NerveCenter 6.2
Models



Main NerveCenter Components n

Action Router

The Action Router enables you to specify actions that should be performed when a state transition occurs
and other conditions are met. To set up these conditional actions, you add the Action Router action to
your state transition. Then, you use the Action Router tool to define rules and their associated actions.

For example, let’'s assume that you want to be notified about a state transition only if the transition puts
the alarm in a critical state. You can define the following rule:

S$DestStateSev eq ‘Critical’

Then define the action you want taken if the severity of the destination state is Critical, for example, a
page. You will be paged if:

m The Action Router action is associated with the current state transition
m The destination state for the transition is Critical

Action Router rules can be constructed using many variables that NerveCenter maintains; for instance,
you can also construct rules based on:

m  The name of the alarm

m The day of the week

m Thetime of day

m The name or IP address or group property of the node being monitored
m The name of the trigger that caused the state transition

m The name of the alarm’s property

m The name or severity of the origin state

m The contents of atrap

m The contents of the varbind data associated with a trap or a poll

Main NerveCenter Components

NerveCenter is a distributed client/server application and includes the following components:
m The NerveCenter Server on the next page
m The NerveCenter Database on the next page

m NerveCenter Interfaces on page 19
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The NerveCenter Server

The NerveCenter Server is responsible for carrying out all of the major tasks that NerveCenter performs.
For example, it handles the polling of SNMP agents, creates NerveCenter objects such as the finite
alarms mentioned earlier, and makes sure that state transitions occur at the appropriate times. The server
also performs all actions associated with state transitions.

The server can run as a daemon on UNIX systems. This capability to run in the background has important
implications with regard to using NerveCenter at remote sites. You can install the server and database at
a remote office and have that server manage the local network, yet control the server (via the
NerveCenter Client) from a central location. Servers located at remote sites can forward noteworthy
information to a server at the central location as required.

The NerveCenter Database
The NerveCenter database is primarily a repository for the NerveCenter objects that make up a set of
behavior models. The principal objects used in these models are:
= Nodes
m Property groups and properties
m Polls
m Trap masks
m Alarms

For brief explanations of what these objects are and how they are used, see Objects in the Database
below.

A set of objects that define many useful behavior models ships with NerveCenter and is available as soon
as you've installed the product. For a list of these predefined behavior models, see the section Predefined
Behavior Models on page 18.

On UNIX systems, the NerveCenter database is implemented as a flat file.

Objects in the Database
This section contains brief definitions of the basic objects used in the construction of behavior models.

m Nodes - A node represents either a workstation or a network device, such as a router. Each node
has an attribute called its property group that controls which behavior models NerveCenter will
employ in managing the node.

Note: Strictly speaking, a node is not part of a behavior model; rather, it is the entity managed by a
behavior model.

m Property groups and properties - As mentioned above, each node has a property group. This
property group is simply a container for a set of properties, which are strings that typically either
describe the type of node or name an object in the MIB used to manage the node. It is actually a
node’s properties, rather than its property group, that determine whether a particular behavior model
will be used to manage that node.
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m Polls - A poll defines what MIB variables NerveCenter should request the values of, how those
values should be evaluated, and what action the poll should take. If the poll takes an action, it will
be to fire a trigger, which may cause a state transition in one of NerveCenter’s finite state
machines.

m Trap masks - A trap mask describes an SNMP trap and contains the name of a trigger. If
NerveCenter receives an SNMP trap that matches the description given in the trap mask,
NerveCenter fires a trigger with the name defined in the trap mask. If NerveCenter receives a trap
that does not match a trap mask, it discards that trap.

m Alarms - NerveCenter’s finite state machines are called alarms. Each alarm defines a set of
operational states (such as Normal and Down) and transitions between the states. Transitions are
effected by the receipt of the proper trigger and can have actions associated with them. If actions
are associated with a transition, the server performs these actions each time the transition takes

place.

Behavior Models

Once a set of managed nodes has been defined, NerveCenter's monitoring activities are controlled by a
set of behavior models. A behavior model is the group of NerveCenter objects required to detect and take
action upon a single network condition, such as high traffic on an interface.

The central object in each behavior model is a deterministic finite state machine called an alarm. For
instance, the alarm shown in Figure 4 tracks the level of traffic on an interface.

T T MediumlLoad

MediumLoad |
LowLoad | / \

LowLoad

LowlLoad |

HighLoad

=
HighLoad

Figure 4: Alarm State Diagram

g

The possible states in this alarm are low, medium, and high. And these states have the severities Normal,
Medium, and High, respectively. (The color of each state denotes its severity.) The gray rectangles in the
alarm represent state transitions.
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What about the inputs and outputs of the state machine? The inputs are called triggers and can come from
several sources. For example, one predefined NerveCenter poll queries the SNMP agent on a device for
the level of traffic on, and the capacity of, each interface on the device. If the level of use exceeds a
certain percentage of the capacity for an interface, the poll fires the trigger mediumLoad, which can cause
a state transition in an alarm.

The outputs of an alarm are called alarm actions. These actions are associated with the transition from
one state to another by the designer of a behavior model, and NerveCenter performs these actions each
time the transition occurs. There are many possible actions, including the following:

m Sending an audible alert to the workstation on which the NerveCenter Client is being run
m Executing a program or script

m Deleting a node from the NerveCenter database

m Informing a network management platform of a condition

m Logging information to a disk file

m Sending mail to an administrator

m Paging an administrator

m Sending an SNMP trap

m Setting a MIB attribute

Predefined Behavior Models

When you install NerveCenter and create a new database, that database contains the objects that make
up a number of predefined behavior models. These include behavior models for:

m Detecting authentication failures

m Monitoring the error rate on network interfaces

m  Monitoring link-up and link-down traps

m Monitoring the amount of traffic on network interfaces

m Indicating the status of network interfaces: up, down, and so on

m Detecting errors that inhibit accurate SNMP device management

m Determining whether a device is down, unreachable, or up with/without an agent
m Giving early warning concerning TCP connection saturation

m Verifying that the current TCP retransmission algorithm is the most efficient
m Categorizing devices based on TCP retransmission activity

m Logging information about SNMP traps

NerveCenter also includes predefined behavior models that you can import to monitor specific vendors’
devices and additional models for troubleshooting, interface status, data collection, and downstream
alarm suppression. For more information about behavior models, see "Behavior Models and Their
Components" on page 27.
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NerveCenter Interfaces

This section introduces NerveCenter's principal user interfaces:
m "The NerveCenter Administrator" below
m The NerveCenter Client Console
m "The NerveCenter Client" on page 21

m "The Command Line Interface" on page 22

The NerveCenter Administrator
Users with administrator privileges can use the NerveCenter Administrator interface to:
m Configure NerveCenter discovery mechanisms
m Configure the number of SNMP polling retries and the retry interval
m Configure NerveCenter mail and paging actions
m Manage NerveCenter log files

m Configure NerveCenter to work with a network management platform
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Figure 5 shows the NerveCenter Administrator.
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Figure 5: NerveCenter Administrator
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The NerveCenter Client

The figure below shows the GUI for the NerveCenter Client.
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Figure 6: NerveCenter Client

Two types of users run the NerveCenter Client. Users with NerveCenter User privileges can run the client
to:

m  Monitor active alarms

m Filter alarms for the alarm summary windows

m View an alarm’s history

m Resetalarms

m  Monitor the state of managed nodes

m  Generate reports

For complete information on using the NerveCenter Client to perform the tasks listed above and others,
see Monitoring Your Network.

Users with NerveCenter Administrator privileges can perform all the tasks that users with User privileges
can. In addition, they can use the client to:

m Create new behavior models
m Customize the predefined behavior models

m  Modify, copy, or delete any object in the NerveCenter database
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The Command Line Interface

You can use NerveCenter's command line interface (CLI) to delete, list, or set (enable or disable) alarms,
trap masks, nodes, and polls from a Windows Command Prompt or a UNIX shell. You can also connect
to, display the status of, and disconnect from NerveCenter servers using the CLI. You can issue
commands manually or from a script.

See the appendix Controlling NerveCenter from the Command Line for command descriptions.

Role in Network Management Strategy

NerveCenter can play a variety of roles in an overall network management strategy. The role that
NerveCenter plays in your strategy depends largely on the size of your network and on what other
products you are using to manage your network and systems:

m If you are managing a small network, NerveCenter can be used as a standalone system. It can
discover the workstations and network devices on the network, detect and correlate network
conditions, respond automatically to conditions, and display information about active alarms. See
the section "Standalone Operation" on the facing page for further information.

m Forlarger networks, multiple NerveCenters can be used in concert. Local NerveCenter systems
could be set up to manage remote sites, and the local NerveCenter servers could forward important
information to the NerveCenter server at the central site. See the section "Using Multiple
NerveCenter Servers" on page 24 for further information.

m NerveCenter can be used in conjunction with a network management platform such as IBM Tivoli
Netcool/OMNIbus which manages systems systems, networks, intranets, and databases.
NerveCenter can be configured to receive messages from or send messages to this and similar
network management platforms. See the section "Integration with Network Management
Platforms" on page 24 for further information.
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Standalone Operation

At smaller sites, you can use NerveCenter alone for your network management tasks. As we've seen,
NerveCenter is very strong in the areas of event correlation and automated actions. In addition,
NerveCenter includes an alarm console, as shown in Figure 7.
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Figure 7: NerveCenter's Alarm Console

This console displays information about every current alarm instance. In addition, if you double-click on a
line in the event console, you are taken to an Alarm History window that displays information about all of
the alarm transitions that have occurred for the alarm instance you selected.

At small installations, no discovery mechanism is necessary; you can add nodes to NerveCenter
manually. At somewhat larger sites, however, such a mechanism is helpful, and NerveCenter provides
one in its Discovery behavior model.
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Using Multiple NerveCenter Servers

Because a NerveCenter server can inform another NerveCenter server or management platform of a
network condition, it’s possible to set up NerveCenter servers at remote sites that notify a centrally
located NerveCenter server or management platform (Figure 8).

Central Site

D '- Client and Server

Server

= e e

—

Remote Site A Remote Site B Remote Site C

Figure 8: Distributed NerveCenter Servers

This is a reliable solution because the remote NerveCenter servers use TCP/IP to notify the central
NerveCenter server and retransmit messages as necessary to ensure their delivery. There are a few
advantages to this type of setup:

m  Only a small amount of data is transmitted over the WAN. Any bandwidth intensive monitoring is
conducted on a LAN and is managed by a remote NerveCenter server.

m Remote NerveCenter servers can be run in lights-out mode, which means that:
> NerveCenter runs as a UNIX daemon
> You can monitor and configure NerveCenter from a remote location
> You can modify all NerveCenter parameters without shutting NerveCenter down
> Nodisplay or operators are required at a site

m The central NerveCenter can further correlate and filter conditions across remote NerveCenter
Server domains

Integration with Network Management Platforms

A network management platform (NMP) is an operations and problem-management solution for use in a
distributed multi-vendor environment. Intelligent distributed agents on managed nodes monitor system
and application log files and SNMP data. The agents apply filters and thresholds to monitored data and
forward messages about conditions of interest to a central management station. When the management
station receives messages, it can automatically take corrective action—such as broadcasting a
command to a set of systems—or an operator can initiate a response.
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You can integrate your NerveCenter installation with the NMP so that the NMP can send messages to
NerveCenter for correlation or processing. After the messages arrive, NerveCenter correlates the
conditions described in these messages with related conditions—from the NMP or from other sources—
and can respond with any of its alarm actions, as appropriate. In addition, NerveCenter can send a

message to an NMP in response to any network condition, whether the condition was originally detected
by the NMP or not.

NMPs alone can detect a condition and invoke an action in response. However, you must integrate the
NMP with NerveCenter if you want to:

m Correlate conditions detected by the NMP on different devices
m Correlate different types of conditions detected by the NMP on the same device

m Correlate conditions detected by the NMP with other types of events or conditions on the same
device or across different devices

See the NerveCenter Platform Integration Guide for more information.
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"Understanding NerveCenter" on page 5 introduced behavior models and the objects from which they’re
built. This chapter explains how to approach the design of a behavior model, provides detailed definitions
of the NerveCenter objects used in building behavior models, and illustrates how these objects interact.

Behavior Models

For NerveCenter to detect a network condition or correlate network conditions, someone must specify
how NerveCenter is to detect and react to one or more conditions. Such a specification is called a
behavior model. Some behavior models ship with NerveCenter—these are called predefined behavior
models—and others you must write to handle site-specific conditions.

When writing a behavior model, you must answer the following questions:
m What condition or conditions do | want to detect?

Although NerveCenter can receive status information from a number of sources, the most
common source of such information is an SNMP agent on a managed node. Therefore, in most
cases, you must decide whether the behavior model will be poll driven or event driven. That is, will
you poll the agent’s MIB for status information, look for SNMP traps, or both?

NerveCenter provides two objects—polls and trap masks—that enable you to get information from
SNMP agents. For an overview of these objects, see the section Detecting Conditions on the next

page.
m  What network conditions, or states, do | want to keep track of?
Each behavior model includes at least one alarm, and the definition of each alarm consists
primarily of a state diagram. For example, an alarm that tracks the status of a managed node’s
SNMP agent might have the following terminal states:
o Normal
o Device Unreachable
o Agent Down
o Device Down

The state of such an alarm changes as related polls and trap masks gather new information.

For an overview of alarms, see the section Tracking Conditions on the next page.
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m  What set of nodes do | want to manage?

A particular behavior model may not be intended for all managed devices. NerveCenter enables
you to specify the set of devices that a model will manage using the following objects: nodes,
property groups, and propetrties.

For an overview of the roles these objects play in a behavior model, see the section Monitoring a
Set of Nodes on the facing page.

Detecting Conditions

In the typical situation where your behavior model is either polling, or looking for a trap from, an SNMP
agent, you detect network conditions by creating polls and trap masks.

A poll contains a poll condition that refers to a single MIB base object. For example, the following poll
condition looks at an attribute of the ip base object (1.3.6.1.2.1.4):

if (ip.ipForwarding == 1) {
FireTrigger (“gatewayFound”) ;

}

When NerveCenter polls an agent on a device, NerveCenter evaluates the poll condition against
information stored in the agent’s MIB. In the case of the poll condition shown above, NerveCenter would
check the value of the ipForwarding attribute and compare it to 1. If the value of ipForwarding is 1—
indicating that the device is a gateway—the poll generates a trigger. In this case, the trigger is
gatewayFound. Every poll must be capable of generating at least one trigger.

A trap mask describes the contents of an SNMP trap. This description can be very general, such as
“generic trap 4.” Or it can be very specific and include an enterprise OID, a specific trap number, and the
contents of the trap’s variable bindings. In either case, if the NerveCenter server receives an SNMP trap
that matches the description given in a trap mask, that trap mask generates a trigger. Like the triggers
generated by polls, this trigger can affect the state of one or more alarms.

Tracking Conditions

NerveCenter tracks each detected network condition using one or more alarms. The scope of an alarm is
variable: an alarm can represent the state of an interface on a device, the device itself, or an entire
enterprise. Many instances of an alarm can exist simultaneously.

Each alarm is basically a finite state machine. It consists of a series of states and transitions between the
states. Each transition is initiated by one or more input events and can produce one or more output
events. This state machine is represented in NerveCenter by a state transition diagram.
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For example, you could use the state diagram in Figure 9 to monitor the traffic on an interface.

HiLoadPersists

Figure 9: Monitoring the Load on an Interface

In this diagram, the states are low, medium, and high, and the transitions are LowLoad, MediumLoad,
HighLoad, and HiLoadPersists. The initial state of the interface-traffic alarm is low. The instantiation of an
alarm instance and a transition to the medium state occur when the alarm manager receives the trigger
mediumLoad from a poll that is gathering information about an interface. Note that the trigger name and
the transition name are the same.

When a transition occurs, not only does the alarm’s state change, but NerveCenter can perform actions.
These actions are defined as part of the transition and can include such things as sending e-mail to an
administrator or notifying a network management platform that a condition has been detected. For an
overview of NerveCenter's alarm actions, see the section Responding to Conditions on page 12.

Monitoring a Set of Nodes

In addition to creating the polls, trap masks, and alarms that define how to detect a network condition,
track its severity, and respond to it, you must define which devices you want to monitor for this condition.
NerveCenter uses a simple mechanism, involving three types of objects, to define this set of devices.
The three types of objects are:

m Nodes
m Property groups

m Properties
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Nodes represent workstations and network devices and contain property groups, which in turn contain
strings called properties. Polls and alarms are assigned properties. Given this situation, NerveCenter can
enforce the following rules:

m A poll can be sent to a particular node only if the node’s property group contains the poll’s property.

m Analarm can be instantiated for a node only if the node’s property group contains the alarm’s
property.
For more detailed information about the NerveCenter objects used to construct behavior models, see
NerveCenter Objects below.

NerveCenter Objects

The upcoming sections provide details about the data structures of the NerveCenter objects used in the
construction of behavior models. These sections not only list each object’s data members, but explain
how each member affects the way a behavior model functions (where appropriate). It’s important to
understand these details before you attempt to design a behavior model and create these objects.

The object types are discussed in the following sections:
m Nodes below
m Property Groups and Properties on page 36
m Polls on page 37
m Trap Masks on page 39

m Alarms on page 41

Nodes

In NerveCenter terminology, a node is either a workstation or a network device such as a router.
NerveCenter monitors and manages a set of nodes, and each behavior model manages a subset of those
nodes.

A node object has the data set shown in Table 1. The table explains what information these data members
contain and, where appropriate, how NerveCenter uses that information.

Note: The names of the data members shown in Table 1 match the labels used in the Node Definition
window, where you create and modify node objects.

SNMP Properties
Table 1: Definitions of Node Attributes: SNMP Properties

Attribute Description

SNMP Version | The list at the upper-left corner of the SNMP tab configures how the agent is to be
polled. Choose from SNMPv1, SNMPv2c, or SNMPV3 to set the level of SNMP to be
used. Or select ‘Unknown’ to disable SNMP polling.

Port Contains the number of the port that the node’s agent uses to receive SNMP
messages. By default, the port is set to 161.
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Attribute Description

Use GetBulk | Selecting this check box permits NerveCenter to use GetBulk when retrieving tables
from the agent on this node when polling is done using SNMP v2c or v3. When not
selected (or when polling is doing using SNMP v1), GetNext is used.

Polling

Use Defaults

When selected, NerveCenter uses the system-wide defaults when polling the agent
on this node. Clear the check box to apply node-specific parameters.

Retry Interval | The delay, in seconds, that NerveCenter will wait for a response to any issued poll
request (Get, GetNext, GetBulk) before issuing another request. If Use Default is
unchecked, you may enter a value from 1 to 600 (10 minutes).

Attempts The number of poll requests NerveCenter will issue before declaring a poll to be timed
out. If Use Default is unchecked, you may enter a value from 1 to 11 (an initial attempt
followed by up to 10 retries).

Timeout Displays the maximum poll timeout duration (Retry Interval x Attempts).

SNMP vi/iv2c

Read Contains the community name NerveCenter will include for SNMP v1 and v2c¢ poll

Community requests (Get, GetNext, GetBulk) it sends to the SNMP Agent on this node. By
default this value is “public”. This value is not used when polling is done using SNMP
v3.

Write Contains the community name NerveCenter will include in any SNMP v1 or v2c Set

Community request sent to the SNMP Agent on this node. By default this value is “public”. This
value is not used when doing a Set operation when using SNMP v3.

SNMP v3

Select User Selects the configuration to be used when polling with SNMP v3.

m User #1 and User #2 are system-wide parameter sets, configured via
NerveCenter Administrator.

m Local User allows you to enter node-specific credentials that define the
parameters for polling the agent on this node.

Selecting Local User enables the fields in that area of the SNMP v3 section
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Attribute Description

Security Level

The security level determines whether authentication or encryption services are used
in communications between NerveCenter and the node. There are three security
levels:

m NoAuthNoPriv:NerveCenter uses neither authentication nor encryption when
communicating with the agent, so no passwords are required.

m AuthNoPriv: Message authentication is used without encryption while
communicating with the agent. An authentication protocol and password are
required. The authentication password is the same for all nodes managed by the
NerveCenter user.

m AuthPriv: Both authentication and encryption are used when communicating
with the agent. Both the authentication and privacy protocols and passwords
are required. These passwords are the same for all nodes managed by the
NerveCenter user.

For more information about SNMPvV3 security, see Overview of NerveCenter
SNMPv3 Support in Managing NerveCenter. For details about passwords, see
Configuring SNMPV3 Security Settings in Managing NerveCenter.

Local User When Select User is set to Local User, you may enter custom attributes for this
node:
1. Enterthe User Name to use for the node.
2. Configure the Local User Authentication and Privacy as necessary:

m  For AuthNoPriv or AuthPriv security, select the Authentication
protocol (MD5 or SHA-1) and click Set Auth Key to set the
authentication password.

m For AuthPriv security, you must also select the Privacy protocol
(DES, 3DES, AES128, AES192, or AES256) and click Set Priv Key to
set the privacy password.

3. Optionally, enter a Context value for the node. (This is empty by default is and
is only needed for special cases within SNMPv3.)
Engine ID Holds the SNMP v3 Engine ID for the agent on this node. NerveCenter self-populates

this field when establishing communication with the device. However it can be
manually set by typing here the value

ICMP Properties
Table 2: Definitions of Node Attributes: ICMP Properties

Attribute Description

Ping

Use When selected, NerveCenter uses the system-wide defaults when pinging this node. Clear
Defaults | the check box to apply node-specific parameters.
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Attribute Description

IPv4 TTL | Sets how many “hops” the request can proceed across the network towards the node. The

+ IPv6 default is 128. The range is 0 up to 255.

Hop Limit

Payload | Sets the size of the data region, in bytes, that is included in a Ping request. The default is
the minimal amount of 56.

IPv4/v6 | Displays the size of the IPv4/v6 ping request given the specified payload.

ICMP

Ping Size

Polling

Use When selected, NerveCenter uses the system-wide defaults when polling this node. Clear

Defaults | the check box to apply node-specific parameters.

Retry The delay, in seconds, that NerveCenter will wait for a response to any issued poll request

Interval (Get, GetNext, GetBulk) before issuing another request. If Use Default is unchecked, you
may enter a value from 1 to 600 (10 minutes).

Attempts | The number of poll requests NerveCenter will issue before declaring a poll to be timed out.
If Use Default is unchecked, you may enter a value from 1 to 11 (an initial attempt followed
by up to 10 retries).

Timeout | Displays the maximum poll timeout duration (Retry Interval x Attempts).

Trace Properties

Table 3: Definitions of Node Attributes: Trace Properties

Attribute Description

Poll Layer Select the Trace check box to record polling information for the node. The data is

Tracing viewable as a spreadsheet, uploaded to the desktop where the NerveCenter Client is
running.

Protocol Select the Trace check box to record SNMP request and response traffic for the node.

Layer The data is viewable as a spreadsheet, uploaded to the desktop where the NerveCenter

Tracing: Client is running.

SNMP

Protocol Select the Trace check box to record ICMP Ping requests and responses for the node.

Layer The data is viewable as a spreadsheet, uploaded to the desktop where the NerveCenter

Tracing: Client is running.

ICMP

NerveCenter 6.2

Designing and Managing Behavior 33

Models



Behavior Models and Their Components

Attributes Properties

You can add attributes of your own design. Each attribute consists of a name and a value that you
specify. Both the name and value of an attribute are text entries and all attributes are saved as part of the
node’s definition in the NerveCenter node database. There is no limit to how many attributes you create,
but the name of each attribute must be unique.

Examples of user-defined attributes could include items such as vendor, model, serial number, config
info, access details, usage details and so on.

) NERVECENTER:Node Definition : Cisco-Switch =N Ech <=
MIE Query | Parents | SHMP | ICMP | Trace Attibutes ll:olurnnsl i)
Attibutes  [7)
Attribute I Value I
sysDescr Wireless-N Gigabit Security Router with V...
model SPA 504G
sysObjectlD enterprises.9.6.1.22.250.2
s/n CCQ165210N1
vendor Cisco
type Cisco IP Phone
MAC E0:2F:6D:62:0C:29

Refresh Add Edit | Delete |

Save | Cancel | Undo | Notes | Help |

Columns Properties

You can add attributes of your own design in a second manner. With ‘Columns’, each attribute consists of
an index (a non-negative number) and a value that you specify. The index must be a number and the value
is text. All ‘Columns’ are saved as part of the node’s definition in the NerveCenter node database. There
is no limit to how many Columns you can add to a node. Each index, though, must be unique.
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MIB Query | Parents | SNMP | ICMP | Trace | Attibutes  Columns |

Columns  [3)
Column | Value I
20 %5351
41 45.0
190 Sales Dept.
Refresh | Add Edt |  Delte |
Save | Cancel I Undo | Notes I Help I
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Property Groups and Properties

Another attribute of a node—one that requires a little explanation—is the node’s property group. A property
group is alist of properties, which are strings that generally name either an object in the management
information base (MIB) used to manage a node, or the role the node plays in the network (such as
“router”). These property strings can be:

m The name of a MIB base object

m A user-defined string

Property group Properties
Contains 3
Routers “atEntry”
“ifEntry” .
MIB base objects
“interfaces”
J
“router” User-defined string

Figure 10: Property Groups and Properties

Property groups are assigned to nodes and control which nodes will be contacted by a particular poll and
which nodes can be monitored using a particular alarm. Both types of properties—MIB base objects and
user-defined strings—play a part in making these determinations.

For example, NerveCenter ships with a predefined property group called Router. This property group
contains the following properties:

m atEntry ip snmp

m egp ipAddrEntry system

m egpNeighEntry ipNetToMediaEntry tcp

m icmp ipRouteEntry tcpConnEntry
m ifEntry nl-ping udp

m interfaces router udpEntry
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In this case, all the properties are MIB objects except “router,” which describes the type of the device.

For the person who programs NerveCenter to monitor particular devices for specific error conditions, the
properties associated with each node are important. These properties allow the programmer to define
which devices NerveCenter should poll for MIB data and which error conditions NerveCenter should look
for on each device, among other things.

You can filter the nodes that you are monitoring based on their properties. For example, you might choose
to monitor only nodes that have been assigned the Router property group, that is, all routers.

Polls

A NerveCenter poll periodically sends an SNMP message to a set of nodes, requesting information from
the agents running on those nodes. When the poll receives this information from a node, it uses the
information in the evaluation of a poll condition, which may cause a trigger to be fired. For example, a poll
may fire a trigger if the number of discarded packets on an interface is too high. The poll condition must be
able tofire at least one trigger, and may be capable of firing several. These triggers can cause alarms to
be instantiated, to change states, or perform actions—under the right circumstances.

The key attributes of a poll are listed in Table 4 This table explains what information these data members
contain and, where appropriate, how NerveCenter uses that information.

Poll
Table 4: Definitions of Poll Attributes
Data o
Member Definition
Name A unique name that you assign to the poll.
Property The Property attribute is a string. This string determines (in part) whether a poll will

request MIB data from a particular node. Only if the node’s property group contains the
poll’s property can polling possibly occur. However, before a poll will request information
from a node’s SNMP agent, other conditions must be satisfied as well. For further
information, see the explanation below for Poll Condition.

Port Optional. If you specify a port number here, NerveCenter will send the poll to this port on
the nodes that are configured to receive the poll. Otherwise, NerveCenter will send the
poll to the port specified in each node’s definition.

Poll Rate The number of seconds, minutes, hours, or days between polls.
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Overrun
Policy

Definition

Determines how the Poll should handle an event where it is time to run a poll while the
previous instance of that poll is still running. This condition may occur with short Poll
Rate settings wherein the connection to the targeted device is returing large numbers
of timeouts and retries, or when the data being retrieved is a large table of many
thousands of rows. There are four options:

Skip: Skips this poll and schedules it to occur later per the Poll Rate.

m Allow: Lets the poll run despite the prior instance still running.

m Chain: Waits for the prior poll to finish before running this poll.

Restart: Cancels the running poll and starts this new poll immediately.

Suppressible

A poll’'s Suppressible attribute works in conjunction with a node’s Suppressed attribute.
If anode is suppressed and a related poll is suppressible, that poll will not query that
node. If a poll is not suppressible, then it will poll even a suppressed node. Generally,
the only polls that are insuppressible are those designed to determine when an
unresponsive node becomes responsive again. When a node becomes responsive, the
behavior model of which the poll is a part can change the status of the node from
suppressed to unsuppressed. (You set an attribute of a node using the Set Attribute
alarm action.)

Execute Perl
in Global
Space

Choose whether the logic of this polls event handler execute in either the Perl interpreter
available to all contexts ( Poll, TrapsMasks, PerlSubroutineActions, Action Router
Rules) orin a Perl interpreter available only to Poll Handlers.

Handlers

m On Enabled / Disabled: Select this check box if the Poll requires event handlers
which will occur when the Poll is enabled or disabled. (See Enabled attribute.)
When selected, additional Property Sheets are added to the Dialog window for
containing the OnEnabled and OnDisabled handlers.

m On Scheduled / Unscheduled: Select this check box if the Poll requires event
handlers for when this poll gets initially scheduled for a node or when it is removed
from being run against a node. When selected, additional Property Sheets are
added to the Dialog window for containing the OnScheduled and OnUnscheduled
handlers.

m On Start / End Execution: Select this check box if the Poll requires event
handlers that are called when each run of this poll against a node are started or
ended. When selected, additional Property Sheets are added to the Dialog
window for containing the OnStart and OnEnd handlers.

Enabled

A poll’s enabled status (Off or On) is similar to a node’s Managed status. That is, if a poll
is disabled, it will never send a request to an SNMP agent.

Trace

Select the Trace check box to record basic poll execution data to a spreadsheet. The spreadsheet can be
uploaded to the desktop running Client by using the View Log button.
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Trigger
If a poll fires a trigger, that trigger has the attributes shown in Table 5.
Table 5: Definitions of Trigger Attributes

Data
Member

Definition

Name The name of the trigger, which is defined in the poll definition.

Node The name or IP address of the node that responded to the poll and caused the trigger to be
name/IP | fired.

address

Subobject | In general, the Subobject has a value of the form BaseObject.Instance. BaseObject is the
name of the MIB base object that the poll inquired about, and Instance is the unique
identifier associated with a row of MIB data returned by the poll. In most cases, Instance is
the number associated with a particular interface on the node. The subobject, however, can
also be an arbitrary string. The important thing is that subobjects can be used to uniquely
identify alarm instances so that triggers can be directed to exactly the right alarm instance.

Property | The Property, as always, is simply a string. A trigger fired by a poll does not have a
property, but as you'll see later, other triggers do.

Variable | The trigger also contains the values of the MIB attributes referred to in the Poll Condition.
bindings | Each attribute and its value are called a variable binding.

A trigger's Name, Node name/IP address, Subobject, and Property are all important when it comes to
determining what effect, if any, a trigger has on an alarm. You'll find more on this subject in the section
Constructing Behavior Models on page 47.

Trap Masks

A trap mask filters SNMP traps that NerveCenter receives. Based on criteria that you specify, the trap
mask either filters out each trap or fires a trigger in response to it. A trigger fired by a mask is exactly the
same as a trigger fired by a poll except that a trap trigger contains the trap’s variable binding list instead of
the values of MIB attributes. (For further information about the trigger object, see the section Polls on
page 37.)

The principal attributes of a trap mask are shown in Table 6. The table explains what information these
data members contain and, where appropriate, how NerveCenter uses that information.

Note: The names of the data members shown above match the labels used in NerveCenter's Mask
Definition window, where you create and modify trap masks.
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Table 6: Definitions of Trap Mask Attributes

Name

Attribute Definition

The name of the trap mask.

Generic

The generic trap type is an enumeration constant indicating the nature of the event being
reported:

m O—coldStart

m 1—warmStart

m 2—linkDown

m 3—linkUp

m 4—authenticationFailure
m 5—egpNeighborlLoss

m 6—enterpriseSpecific

You supply a Specific trap number (see below) only if the generic trap type is 6.

From

Indicates that the object identifier (OID) contained in the trap’s Enterprise field must
represent a branch in the MIB tree that is the same as, or subordinate to, the branch
represented by the contents of the trap mask’s Enterprise field.

From
Only

Indicates that the OID contained in the trap’s Enterprise field must match the trap mask’s
Enterprise attribute exactly.

Enterprise

An OID (or name) representing the object referenced by the trap.

Specific

A trap number supplied by the vendor of the product whose agent generated the trap. The
significance of the trap number is defined in an ASN.1 file provided by the vendor.

Trigger
Type

Trigger Type can be set to either Simple Trigger or Trigger Function. See the next two table
entries for definitions of these trigger types.

Simple
Trigger

A simple trigger is one that will be fired whenever the trap mask sees a trap that meets the
criteria specified in the fields discussed above.

The value of this attribute affects how this object interacts with other objects in a behavior
model.

Trigger
Function

A trigger function is a Perl script that is called whenever the trap mask sees a trap that
meets the criteria specified in the fields discussed above. This function typically looks at
information in the trap’s variable bindings and fires a trigger if a condition is fulfilled. The
trigger function fires this trigger using NerveCenter’s FireTrigger() function.

The value of this attribute affects how this object interacts with other objects in a behavior
model.

Enabled

As with a poll, a trap that is disabled (Enabled is set to Off) is nonfunctional.
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Alarms

As mentioned in the section Behavior Models on page 17, a NerveCenter alarm consists primarily of a
state diagram, which defines the alarm’s states, the transitions between states, and the alarm actions to
be performed when each transition takes place. This alarm definition is analogous to a class in
object-oriented programming. That is, the alarm itself does not monitor a network condition; rather, an
alarm instance (comparable to an object) is created to track such a condition.

For example, the section Behavior Models on page 17 showed the definition of an alarm designed to

monitor traffic on an interface.
MediumlLoad

Mediumload |

HiLoadPersists

LowlLoad

Figure 11: Definition of the alarm IfLoad

If NerveCenter detects a medium or high level of traffic on an interface it is managing, it creates an
instance of this alarm to track the condition. If NerveCenter detects medium or high traffic on five
interfaces, it creates five instances of the alarm. Each instance of the alarm maintains such information
as:

m Theinstance’s current state
m The severity of that state
m The node the instance is monitoring

In addition, each alarm instance causes the appropriate alarm actions to take place when a state
transition occurs.

If five instances of IfLoad are created, how do you distinguish them? Depending on the scope of the
alarm, you might need to look at the instance’s node attribute or at both its node and subobject attributes.

In NerveCenter, alarms can have one of four scopes: enterprise, instance, node, or subobject. Only one
instance of an enterprise-scope alarm can be created. This instance monitors a condition across all
managed nodes. For example, one alarm instance could cause an action to take place if three or more
routers in an enterprise are down at the same time.
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A node-scope alarm monitors a single managed device for a condition. For instance, the alarm
SnmpStatus (shipped with NerveCenter) determines whether a device is in a normal state, unreachable,
down, or up but unable to respond to SNMP requests. An instance of this type of alarm can be identified
by its alarm name and the name of the node it is monitoring. This node name is an attribute of the alarm
instance.

A subobject-scope alarm most often monitors an interface on a device. For example, an instance of the
alarm IfLoad monitors each interface that is experiencing a medium to high level of traffic. This type of
instance can be identified by its alarm name, the name of the node it is monitoring, and the name of the
subobject being monitored. This subobject name is usually composed of the name of a MIB table followed
by an instance number. That is, if an instance of the IfLoad alarm is monitoring port 2 on a device, its
subobject attribute has the value ifEntry.2.

Instance scope alarms track instances for every interface or port that fits the polled condition regardiess
of the base object. Instance scope is similar to Subobject scope but has the following difference: Instance
scope lets you monitor any instance for different base objects. This allows you to track a variety of events
for any managed subobject in a single alarm instance.

Alarm Scope

All NerveCenter alarms have a property called scope. This property can have one of four values:
m  Subobject
m Instance
m Node
m Enterprise

If an alarm has Subobject scope, an instance of that alarm tracks activity on a component that can be
described using a nonzero MIB object instance, for example, an interface on a router.

Instance scope alarms track instances for every interface or port that fits the polled condition regardless
of the base object. Instance scope is similar to Subobject scope but has the following difference: Instance
scope lets you monitor any instance for different base objects. This allows you to track a variety of events
for any managed subobject in a single alarm instance.

If an alarm has Node scope, an instance of that alarm tracks activity on a single device. If an alarm has
Enterprise scope, an instance of that alarm tracks activity on all managed nodes.

Note: It might be useful to think of an alarm instance as a copy of the alarm’s state diagram whose
current state is something other than Ground.
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Why is NerveCenter architected this way? Well, think about the following network management problem:
You want to be notified whenever four interfaces on a device experience high traffic.

Your first step in solving this problem might be to create a poll that detects high traffic on an interface and
fires the trigger highTraffic. You might then create an alarm with node scope and five states, as shownin

Figure 12.

TwoPortsHigh

FourPortsHigh

highTraffic

highTraffic

highTraffic

highTraffic

OnePortHigh

hreePortsHigh

Figure 12: Possible Alarm Diagram for Looking for High Traffic on Four Interfaces

Most likely, this alarm won’t detect the condition you're looking for because all four transitions can be
effected if the poll repeatedly detects high traffic on a single port.

To solve your problem, the trigger highTraffic must cause one or more transitions in a subobject scope
alarm, and this alarm must fire a busyPort trigger (using the Fire Trigger alarm action) during its final
transition. Such an alarm is shown in Figure 13.

highTraffic

Action

Fire Trigger - busyPort

Figure 13: A Subobject Scope Alarm

BusyPort
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When the high-traffic poll detects high traffic on an interface, a subobject scope alarm will be instantiated,
and the transition highTraffic will occur. During this transition, the alarm will fire a trigger called busyPort.
Note that once a subobject alarm instance transitions to the BusyPort state, additional high-traffic triggers
for the interface concerned have no effect. However, if the high-traffic poll detects high traffic on other
interfaces, new alarms will be instantiated and fire the trigger busyPort. Each instance fires its own
busyPort trigger.

Now a node scope alarm similar to the one shown in Figure 14 can be configured to receive up to four

busyPort triggers, each one from its own instance of the high traffic alarm. Each busyPort trigger signals
high traffic on a different interface.

TwoPortsHigh FourPortsHigh

busyPort busyPort busyPort busyPort

OnePortHigh hreePortsHigh

Figure 14: Node Scope Alarm Detecting High Traffic from Four Alarm Instances

An instance scope alarm behaves in a similar manner as the subobject scope alarm. The main difference
between subobject and instance scope is that, with instance scope, you could add another transition to
the alarm to monitor a different base object than the one for high traffic. Then, the alarm could be

instantiated by the high-traffic poll and then transition again when an entirely different condition (MIB
object) is detected.
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NerveCenter and Perl

In prior versions of NerveCenter, there was one Perl interpreter and that interpreter was single threaded.
This meant that only one poll, trap mask function, Perl subroutine, or action router rule could run at one
time. Perl scripts that take a long time to run, such as logging to a file, performing database queries, or
issuing external system calls, can slow down NerveCenter’s performance. As shown in Figure 15, all poll
conditions, trigger functions, action router rules and Perl subroutines all used the same Perl interpreter.

—_— NerveCenter Perl Results
Perl —
. Interpreter NerveCenter
% Server
JLIE=NTE $GlobalVariables
2

Figure 15: Previous NerveCenter Perl Interpreter Architecture

The advantage of this architecture is that you can use the same variables through out your Perl in
NerveCenter. The disadvantage comes with high-use situations. Since there is only one Perl interpreter,
only one Perl routine can run at a time. If your NerveCenter installation is receiving thousands of traps,
and hundreds of these traps cause Perl-intensive triggers to fire or polls to run, with hundreds of Perl
subroutines to follow as actions, NerveCenter performance can quickly degrade.
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NerveCenter today gives you the option of using separate Perl interpreters for the three major
components in NerveCenter which use Perl—poll conditions, trigger functions, perl subroutines. Action
router rules and OpC trigger functions continue to use a global—or shared—Perl interpreter. Figure 16
shows the new architecture.

& " Poll Conditions
a | Poll Conditions Perl Interpreter
\ s $PoliConditionVariables
%
\oo
OO}'
!43
s
: ) _ Trigger Functions
T Trigger F””C,E[O“S Perl Interpreter
k — N ~ _ _
\-’gg&ﬁ‘uq \ $TriggerFunctionVariables To
~Jlong NerveCenter
~ Server
Global
Action Router Rules — > Perl Interpreter
— $GlobalVariables
(ﬁ“{\fﬁe —
Ut

pet
’Eell Subroutines

Perl Subroutines

Perl Interpreter Path to Perl Interpreter

== == = Pathto Perl Interperter
if Execute Perl in Global
Space is selected

$PerlSubroutineVariables

Figure 16: CurrentNerveCenter Perl Interpreter Architecture

With four different interpreters handling the Perl work load, less time is spent waiting for one Perl routine
to finish. Polls can run independent of triggers or Perl subroutines. Remember, now that each interpreter
is separate, global variables only work within one interpreter.

Using multiple interpreters is optional. If it is better for your NerveCenter configuration to continue using a
single interpreter, you can choose to send some or all of your poll conditions, trigger functions, and Perl
subroutines to the Global Perl interpreter used by the action router and OpC triggers.
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Constructing Behavior Models

Given the NerveCenter objects discussed in NerveCenter Objects on page 30, it's possible to create a
behavior model, which can be defined as the set of NerveCenter objects required to deal with a single
network or system condition. Figure 17 shows a simple example of the objects that might make up a
behavior model.

Trigger

GetRequest

% ] &
, >
Nodes GetResponse Poll Alarm
Contains
O =

Property

Group

Behavior model

Figure 17: A Behavior Model

The next two sections:
m Discuss in general how the various objects fit together to make a model

m Present an example of a behavior model
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How the Pieces Fit Together

Let’s first review how you define which managed nodes a behavior model will monitor and manage. As
Figure 18 shows, each node belongs to a property group, and that property group contains properties.

Node Property group Properties
tcp I atEntry |
ifEntry |
ipRouteEntry |

tcp |

Figure 18: Nodes, Property Groups, and Properties

Any set of nodes that share a unique property can be managed as a set of devices. (The nodes need not
be members of the same property group.) In the figure above, the tcp property might be that unique
property.

For a node to be pollable, the principal requirements are that:
m The poll's property must be in the node’s property group.

m The base object around which the poll’s poll condition is built must be a property in the node’s
property group.

m The poll’'s trigger must correspond to a pending alarm transition, and the alarm’s property must be in
the node’s property group.
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Figure 19 shows the definition of a poll that has been designed to work with the node shown in Figure 18.

5V NERVECENTERPoll Definitien : SnmpPoll =N ES B NERVECENTER:Poll Definition : SnmpPall =R =R ="
Pal | OnResponss | Trace | Pol  OrResponse | Trace |
Fal |D: (0010 Ease Objects [1) Aributes 2]
wtemn spzlontact DoletShing
L [SnarePl sysDescr. OcletSirng =
| J apslocationr OcketSting
Fropery syhem speHame: DetetSiring
Add Table | Add Seala| Delets apeDbect e 0D
) 4 4 J apelRLastChange: TimaTicks
Part | [eho setection: =] |aysSenices INTEGER -
Pl Rale Called for sach recaivad responze: -
10 (s o & o if( system.sysCbjectID present )
I:F eTrigger ("agentlp®™);
Ovenun Palicy | Skin =l
m Harvlkrs
r
-
=
r
Enabled
®0On OF Ciear Edl..
Save Cancl | U&\ju | Hates | Aeb Save | Cancel | Unda Maies Halp
system

Figure 19: Relationship Between Node and Poll

As you can see, the node’s property group, Mib-Il, contains a property tcp that matches the poll’s property
and the base object used in the poll’s poll condition. Once this poll is enabled, the poll TcpMedRetrans will
poll the node, unless there is no alarm that the poll can affect or the node is suppressed. (If the node is
suppressed, no polling will occur because the poll is marked suppressible.)

Note: Since trap masks do not have properties, this type of matching is not necessary for masks.

If TcpMedRetrans polls the node, receives a response to its query, and that response satisfies the poll
condition, the poll will fire a trigger. If an alarm has been defined whose first transition is tcpRetransMed
(the poll’s trigger) and that alarm is enabled has the property tcp, a new instance of that alarm will be
instantiated to monitor the node. Because the alarm is instantiated using the trigger's Node and
Subobject, the key attributes of the trigger and alarm will match, and the first transition will be effected.
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Once an alarm instance has been instantiated and has gone through one transition, the transitions that
can be effected from its current state determine which triggers affect the alarm. For example consider the
following alarm, TcpRetransMon.

| tcpRetranshied | > tcpMedRtrans

i | tcpRetransNorm |

—
[ tcpRetransitefl | | | tcpRetransHigh |
| —

Y | tcpRetransKorm |

| tcpRetransHigh | > tcpHighRirns

Figure 20: An Alarm: TcpRetransMon

When this alarm is first instantiated and the tcpRetransMed transition is made, the alarm transitions to the
tcpMedRtrans state, so two transitions are pending: tcpRetransNorm and tcpRetransHigh. If
NerveCenter sees a trigger with one of those names, and the trigger's Node and Subobject match those
of the transition, the transition occurs.

An Example of a Behavior Model

This section presents an overview of the set of steps you would need to perform to create a behavior
model that monitors node interfaces. The possible interface conditions are link up and link down.

Note: Don't try to follow these directions. Just read over them to get an overview of the procedure.
Detailed procedures are available in following chapters.

Create a property group named CheckLink.
Add to this property group the properties ifEntry (base object) and checkLink (user defined).

3. Assign the property group CheckLink to all of the managed nodes whose interfaces you want to
monitor.
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4. Create two masks: LinkUp and LinkDown.

The values you use to create LinkUp are shown in the table below.

Table 7: Values Needed to Create LinkUp

Attribute Value

Name LinkUp
Generic LinkUp=3
Trigger Type Simple Trigger
Enabled On

The definition for LinkDown is the same as the definition of LinkUp except for the name of the
mask and Generic SNMP trap number (LinkDown=2).

5. Create the alarm shown below.

DownTrap

Ground

Once this alarm is enabled, the behavior model will become functional.

The IfLinkUpDown alarm contains the property ifEntry, which is in the property group CheckLink.
Even though a trap mask filters all traps sent to NerveCenter, the IfLinkUpDown alarm will only
become instantiated when the SNMP agent sending the trap belongs to a node in the CheckLink
property group.
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Here's how the behavior model might interact with one port on a workstation that belongs to the property

group:
1.

The mask LinkDown will cause a transition to the DownTrap state, as well as start a three-minute
timer (link Timer).

If the agent comes back up, then the alarm transitions back to Ground and the timer is cleared.

If three minutes has passed and the interface remains down, then the alarm transitions to
LinkDown and sends a 7004 Inform to the network management platform.
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Before you can begin monitoring your network using the NerveCenter Client, you must start the client and
then establish a connection between the client and one or more NerveCenter servers. You may also want
to set up alarm filters to control which alarm instances the NerveCenter Client will display information

aboult.

Starting the NerveCenter Client

TO START THE NERVECENTER CLIENT

m Select the Start menu.Select Programs > LogMatrix NerveCenter > Client.

NerveCenter displays the NerveCenter Client window.

Note: These steps depend on a typical NerveCenter installation. The directory path may be different.

LogMatrix NerveCenter Client
Client Server Admin Window View Help

i | M

[ nom A 4

Figure 21: The NerveCenter Client Window

Most buttons and menu options are not enabled until you connect the client to a NerveCenter server.
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Connecting to a Server

Before you can use the client, you must connect the client to a NerveCenter server. This server collects
data from managed devices, creates alarm instances, and performs the actions defined in alarms. The
server also gives the client access to information about alarm instances and the status of nodes.

You can connect your client to more than one server at one time and view information about all the active
alarm instances being managed by those servers. However, only one server can be the active server. The
active server determines which NerveCenter database is used when you ask for a list of polls or the
definition of an alarm.

For information on connecting to a NerveCenter server, see the following subsections:
m Connecting to a Server Manually on the facing page
m Connecting to a Server Automatically on page 57
m Sharing MIB Information from Multiple Servers on page 59
You may also be interested in the following topics, which relate to connecting to a server:
m Selecting the Active Server on page 60
m Deleting a Server from the Server List on page 60

m Changing the Server Port on the Client on page 61
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Connecting to a Server Manually

If you haven’t configured the client to connect to one or more servers at startup, or if you want to establish
a connection with a server that you don’t typically use, you must establish your connection with the server
manually.

To CONNECT TO A NERVECENTER SERVER MANUALLY

1. From the Server menu, select Connect.

The Connect to Server window displays.

2 Log K A
NerveCenter 6.2.00 (6200 BLD11) o}>—-
- Log o

Server Port [V Use Default 32504 .

User Name | o ’ ¢
o
(1

Password I

Server Name

Connect | Cancel Help |

|Selver Name, Server Port, User Name and Password are required. Ll

2. Inthe Server Name field, type the hostname or IP address of the machine where the NerveCenter
server is running or select a hostname or IP address from the Server Name drop-down list.

The first time you connect to a server, the drop-down list is empty. After that, it contains a list of
the machines to which you’ve connected, or attempted to connect, in the past. (The list won’t
display the names of machines to which you’re already connected.) For information on removing
an entry from the drop-down list box, see the section Deleting a Server from the Server List on
page 60.

3. Type a user name and password in the User ID and Password fields.

You must enter a user name and password. The user whose name you enter here must be a
member of the NerveCenter Users (ncusers) or NerveCenter Admins (ncadmins) group on the
NerveCenter Server host.

4. Select the Connect button.

If the machine to which you try to connect is not running the NerveCenter server, you see the
message The server did not respond.
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When the client successfully connects to the server, all of the buttons in the button bar become enabled,
and the Aggregate Alarm Summary window appears.

_!l LogMatrix NerveCenter Client — O X

ala)y =%

Client Server Admin Window View Help

8| B |[NErvECENTER  ~| &

aCrit
M

PRI

in
alnf

[P

B Aggregate Alarm Summary (=N (ECh <=
g2 Severity A
&6 Fault Server Time Name | Node | SubObj... | State | Severity | Trigger | Type | Source
. B Critical

Major
Minor

Inform
Special
.. B Normal
&2 Traffic
B Saturated
O VeryHigh v

- |

.0
B Warning
| |

- |

NUM | a
Figure 22: Client Connected to a Server

Table 8 lists the client windows you can reach by using the buttons in the client’s toolbar.

Table 8: Windows Accessible from Toolbar

Button Window

Opens the Connect to Server window, from which you can connect the client to a
NerveCenter server.

Opens a Client message window containing the prompt Disconnecting from Hostname.
Use this window to confirm that you want to disconnect the client from a NerveCenter server.

==

Opens the Property Group List window. From this window, you can view the currently defined
property groups and the properties that each property group contains.

o]
1

ALY SR

Opens the Node List window. From this window, you can view a list of the nodes defined in
the NerveCenter database and a brief definition of each node.

Opens the Poll List window. From this window, you can view a list of the polls defined in the
NerveCenter database and a brief definition of each poll.

Opens the Mask List window. From this window, you can view a list of the trap masks defined
in the NerveCenter database and a brief definition of each trap mask.

Opens the Alarm Definition List window. From this window, you can view a list of the alarms
defined in the NerveCenter database and open a definition window for each alarm.

Displays a list of currently defined correlation expressions. Correlation expressions enable
you to create alarms from Boolean expressions.
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Button Window

«crit | Opens the Severity List window, from which you can view a list of the severities defined in the
ainé | NerveCenter database. (A severity has a name, a severity level, and a color associated with
it.)

Opens the Perl Subroutine List window. From this window, you can view a list of the currently
defined Perl subroutines.

Opens the Action Router Rule List window. From this window, you can view a list of the
current set of rules that you have defined for the Action Router.

models from one NerveCenter to another.

Opens the Export Objects and Nodes dialog. From this dialog, you can export specific objects

[g Opens the Import Objects and Nodes dialog. From this dialog, you can import behavior
i
ﬂ or groups of objects from one database to another.

+—1 | Opens the Server Status dialog. This dialog provides you with a comprehensive view of all
i =-| | your NerveCenter server settings.

Opens the Alarm Summary window. This window presents information about the current
alarm instances for the active server.

Opens the Aggregate Summary window. This window presents information about the current
=l | alarm instances for all the servers to which you're connected.

Connecting to a Server Automatically

If you want to establish a connection with the same set of servers each time you run the client, you can
use NerveCenter’'s Autoconnect feature.

Note: Before you activate the Autoconnect feature, you might want to manually connect to the
NerveCenter Server, to verify that you can indeed access the server.
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TO SET UP A LIST OF SERVERS TO WHICH YOU’LL CONNECT AT STARTUP

1.

From the client’s Client menu, choose Configuration.
The Client Configuration dialog displays.

Client Configuration ? X

Server Connections | Alam Fiker Selection | Alam Filter Modification |

Connection Infarmation
Server Name User ID

[NERVECENTER [

Server Port Password

I~ Autoconnect I

add | Update | Delete
Server List
Name ‘ Autoconnect
NERVECENTER Off
Server Port Heartbeat Configuration
32504 [v Heartbeat Retry Interval [sec) |30

-

Cancel | Help |

Enter the hosthame or IP address of the server to which you want to connect in the Server Name
field.

Generally, you'll leave the default value in the Server Port field.

However, if the administrator who configured the server you want to connect to has changed the
server port to be used for client/server communication, you must enter the new port number here.
The NerveCenter Client uses this same port number for every NerveCenter Server to which it
attempts to connect.

Check the Autoconnect checkbox.
Type a user name and password in the User ID and Password fields.

You must enter a user name and password. The user whose name you enter here must be a
member of the NerveCenter Users (ncusers) or NerveCenter Admins group (ncadmins) on the
NerveCenter Server host.

Select the Add button.

The server's name and automatic-connection status are displayed in the list near the bottom of the
window.

Repeat the process for each server you want to connect to automatically.
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8. Select the OK button.

When you restart and log on to the client, you will be connected to the servers that have an Autoconnect
status of On. Alternatively, you can connect, or reconnect, to these servers by selecting Autoconnect
from the client’s Server menu.

Sharing MIB Information from Multiple Servers

The NerveCenter Client needs a copy of the same MIB file that a NerveCenter Server uses to provide
MIB base objects and attributes. If you intend to connect to multiple servers that use the same MIB file,
you can direct NerveCenter to share MIB information. When you use this option, the NerveCenter Client
saves only the MIB information sent to it by the first connected server.

For more information about MIBs, refer to Managing Management Information Bases (MIBs) in Managing
NerveCenter.

To SHARE MIB INFORMATION

1. Disconnect from any connected servers.
2. From the client’s Client menu, choose Configuration.
The Client Configuration dialog is displayed.

Client Configuration ? X

Server Connections | Alaim Filter Selection | Alam Filter Modification |

Caonnection Infarmation
Server Name User ID
|NERVECENTER [ncadmin

Server Port 32504 Password

[~ Autoconnect Inxm,x,,

add | Update | Delete
Server List
Name | Autoconnect
NERVECENTER Off
NC6200-CENTOS6-G Off
Server Port Heartbeat Configuration
32504 v Heartbeat Rety Interval [sec) |3|:I

¥ Share MIB [client uses MIB from first connected server)

Cancel | Help |

3. Select the Share MIB checkbox.
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4. Select the OK button.

Selecting the Active Server

The active server is the one whose database you can read data from. That is, you have access to this
server's alarm definitions, poll definitions, and so on. You can view alarm instances for any number of

servers at the same time.

TO MAKE A PARTICULAR SERVER THE ACTIVE SERVER

1. Display the server drop-down list on the client’s button bar.

_! LogMatrix NerveCenter Client - Untitled

Client Server Admin Window View Help

| A |Nervecenter <] &5 ]2 | o b

NC6200-CENTOS6-G

2. Select from the list the name of the server you want to make the active server.
The name of the active server appears in the drop-down list box.

Deleting a Server from the Server List

NerveCenter maintains a list of servers that a client has connected to, or attempted to connect to, in the
past. This list is used in the Connect to Server window, which you use to establish a connection to a
server manually, and it also appears in the Client Configuration window. This list may contain the names
of servers that you will never connect to again, or, even worse, the misspelled names of servers you were

unable to connect to because of a misspelling.
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TO DELETE THE NAME OF A SERVER FROM THE SERVER LIST

1. From the client’s Client menu, select Configuration.

NerveCenter’s Client Configuration window is displayed.

Client Configuration ? X

Server Connections | laim Filter Selection | Alam Filter Modification |

Cannection Information
Server Name User ID
|NERVECENTER [ncadmin

Server Port 32504 Password

[ Autoconnect I

add | Update | Deletz |
Server List
Name | Autoconnect |
NC6200-CENTOS6-G Off
Server Port Heartbeat Configuration
32504 ¥ Heartbeat Retry Interval (sec) |3|:I

=

Cancel | Help |

2. Inthe Server List near the bottom of the window, select the server name you want to remove from
the server list.

3. Select the Delete button.
Select the OK button.

Changing the Server Port on the Client

Each NerveCenter server uses a special port on its host for client/server communication. By default,
servers use port 32504; however, the person who configures the NerveCenter server can change the
number of this communication port if port 32504 is being used by another application. If this number is
changed on the server side, you must make a corresponding change on the client side before you will be
able to connect to the server.
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TO CHANGE THE CLIENT’S SERVER PORT

1. From the client’s Client menu, choose Configuration.

The Client Configuration window is displayed.

Client Configuration ? X

Server Connections | Alarm Fiter Selection | Alam Filter Modification |

Cannection Information
Server Name User ID
|NERVECENTER [ncadmin

Server Port 32504 Password

[~ Autoconnect Inxm,x,,

add | Update | Delete |
Server List
Name | Autoconnect |
NC6200-CENTOS6-G Off
Server Port Heartbeat Configuration
12345 ¥ Heartbeat Retry Interval (sec) |3|:I

.

Cancel | Help |

2. Inthe Server List near the bottom of the window, select the name of the server that uses the non-
default port number.

Connection information for that server is displayed.

3. Type the new port number in the Server Port text field.
Select the OK button.

Setting Up Alarm-Instance Filters

Before or after you’ve connected to the servers from which you want to retrieve alarm instances, you can
set up one or more alarm-instance filters, per server. These filters control which alarm instances are
displayed in the NerveCenter Client. You can filter alarm instances by:

m The IP address of the instance’s node
m The severity of the instance’s state
m The property group associated with the instance’s node

If you filter alarm instances by a severity, only instances whose states have this severity will be
displayed in the client. Filters based on property groups and IP address ranges work similarly.
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A single filter can contain any combination of:

m Alist of subnets
m Alist of severities
m Alist of property groups

These filters offer two advantages. First, they limit the number of alarm instances that will show up in the
client, enabling you to focus your attention on the alarm instances that are specifically of interest to you.
Using filters also improves the performance of the client, since NerveCenter only transfers to the client
those alarm instances that match the filter criteria.

For information on how to build an alarm-instance filter and on how to associate a filter with a server, see
the sections listed below:

m Filtering Alarms by IP Range below

m Filtering Alarms by Severity on page 70

m Filtering Alarms by Property Groups on page 74
m Associating a Filter with a Server on page 77

m Rules for Associating Filters with Alarms on page 79

Filtering Alarms by IP Range

When you filter alarms by IP range, you are specifying that you only want to display alarm instances in the
NerveCenter Client from particular nodes identified by their IP addresses. See IP Subnet Filter Exclusion
Rules on page 66, for more about filtering alarms by IP ranges. Although you can create a filter simply
based on an IP range, a single filter can contain any combination of:

m Alist of subnets
m Alist of severities
m Alist of property groups

For information on how to build an alarm-instance filter based on severities and property groups, see the
respective section listed below:

m Filtering Alarms by Severity on page 70
m Filtering Alarms by Property Groups on page 74
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TO CREATE AN ALARM FILTER BASED ON AN IP RANGE

1. Choose Configuration from the Client menu.

The Client Configuration dialog is displayed.

Client Configuration ? X

Server Connections | Alarm Fiter Selection | Alam Filter Modification |

Cannection Information
Server Name User ID
|NERVECENTER [ncadmin

Server Port 32504 Password

[ Autoconnect

add | Update | Delete
Server List
Name | Autoconnect
NERVECENTER Off
NC6200-CENTOSE-G Off

Server Poit - Heartbeat Configuration

32504 ¥ Heartbeat Retry Interval [sec) |3|:|

¥ Share MIE (client uses MIB from first connected server)

Carcal_| |

2. Select the Alarm Filter Modification tab.
The Alarm Filter Modification page is displayed.
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Client Configuration ? X

Server Connections | Alaim Filter Selection  Alam Filter Modification

Filter | Severity | Group IP Range

New Edt | Delete |

Carcal_| |

3. Select the New button.
The Alarm Filter Definition dialog is displayed.

Alarm Filter Definition ? X

IP Range l Sevelityl Property Group

Subret | Add

Mask I Delete

il

Exclusion I Update

Subnet l Mask I Exclusion

Filker Mame
(1] I Cancel I Undo Help
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4. If youwant tofilter alarm instances based on the IP addresses of the alarm instances’ nodes,
perform the steps below for each subnet you want to be part of the filter. That is, you want to see
information about instances whose nodes have IP addresses on these subnets.

a. Enteran IP address in the Subnet text field.
The IP address must consist of four octets separated by periods.
b. Entera subnet mask in the Mask text field.

The subnet mask must consist of four octets separated by periods. Taken together with the
subnet address, this mask defines the subnet whose nodes you're monitoring.

c. Inthe Exclusion text field, enter the last octet of the IP address of any node on the subnet
that you're not monitoring.

You can enter multiple exclusions separated by commas. You can also enter a range of
excluded nodes using a hyphen. For example, if you enter 24, 76-78 in the Exclusion field,
the nodes whose addresses end in 24, 76, 77, and 78 will be excluded by the filter.

d. Select the Add button.

e. Repeat Step a to Step d to add other subnets to the alarm filter.
Enter a name for your filter in the Filter Name field.
Select the OK button.

The Alarm Filter Definition dialog is closed and you return to the Client Configuration dialog box.

You've now defined an alarm filter based on an IP range. Before the client will use the filter, however, you
must associate the filter with a server. For instructions on how to create this association, see the section
Associating a Filter with a Server on page 77.

IP Subnet Filter Exclusion Rules

When you filter by subnet, you specify which subsets of nodes are managed by NerveCenter. Filtering
does not apply to nodes that have been imported from a file or from another NerveCenter. For an example,
see IP Subnet Filter Examples on page 68.

You can exclude specific nodes that belong to the filter by entering an exclusion. To exclude one or more
nodes, you must specify the full subnet and mask, and then enter the individual nodes you want excluded.
Enter the part of the IP address that is not affected by the subnet’s mask.

NerveCenter filters Class B and C networks.

m In a Class C network, the first three octets of the address specify the network and the last octet
specifies the host. For example, in network 194.123.45.0, the 194.123.45 value pertains to the
network. The remaining octet is used to identify nodes (up to 254) on the network, and you can
exclude nodes by specifying ID values in this octet.

m In a Class B network, only the first two octets of the address specify the network. For example, in
network 132.45.0.0, the 132.45 value pertains to the network. The remaining two octets are used to
identify nodes, and you can exclude nodes by specifying ID values in these two octets.

Example

In the following example, the node whose IP address is 134.204.179.40 is excluded from the filter (the
node is filtered out and, therefore, is not managed by NerveCenter).
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134.204.179.0

255.255.255.0

40

Rules for Exclusions

You can enter several nodes separated by a comma. NerveCenter accepts comma-separated
values with or without spaces following the commas. You can enter the node values in any order.

The following three examples (each on a separate line) illustrate valid exclusions:

7,8,9,15
7, 8, 9, 15
8,7,9,15
You can enter a range of values using a hyphen.
For example, you can enter as an exclusion range: 40-60
You can also enter the range in inverse order; 60-40
You can include multiple entries for the same subnet if you have values or ranges that are not
incremental.
o For example, you can enter as afilter:
134.204.179.0
255.255.255.0
7,8,9
134.204.179.0
255.255.255.0
40-60
134.204.179.0
255.255.255.0
70-90
> You can combine ranges, for example:
134.204.179.0
255.255.255.0
40-60,70-90
> You can also combine formats, for example:
134.204.179.0
255.255.255.0
7-9,31,33,40-60
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IP Subnet Filter Examples

The following examples can help you understand how to filter nodes for Class B and C networks.

Class C Network
The following subnet filters are for two sample nodes:
m Sample node #1 with IP address: 197.204.179.25
m Sample node #2 with two IP addresses:
o 134.204.179.40
o 197.204.179.7
The filter values in Table 9 have the following effects on the sample nodes:

Table 9: Class C Network Examples

Subnet Mask
Exclusion

134.204.179.0
255.255.255.0

Results of Filter

This filter does not contain any exclusions.

Node #1 is not on this subnet and is not included in the filter or managed by
NerveCenter.

Node #2 is included in the filter because it’s on the subnet.

134.204.179.0

Node #1 is not on this subnet and is not included in the filter.

255.255.255.0 Node #2 is listed as an exclusion and is not included in the filter.
25,40

197.204.179.0 Node #1 is included.

255.255.255.0 Node #2 is not included because it’s listed in the exclusion range.
7-20

197.204.179.0
255.255.255.0
7-20
134.204.179.0
255.255.255.0
40

Node #1 is included in the first subnet.

Node #2 is not included because it’s listed as an exclusion on both subnets.

197.204.179.0
255.255.255.0
25,40

Node #1 is not included because it’s listed as an exclusion.
Node #2 is included.

Designing and Managing Behavior NerveCenter 6.2

Models




Setting Up Alarm-Instance Filters

Class B Filters

The following subnet filters are for two sample nodes:
m Sample node #1 with IP address: 132.45.160.10
m Sample node #2 with IP address: 132.45.174.10

The mask you use for this filter is 255.255.0.0.

Table 10: Class B Filter Examples (Set One)

Subnet
Mask Results of Filter

Exclusion

132.45.0.0 | Both nodes are included in the filter and managed by NerveCenter.
255.255.0.0

132.45.0.0 | Node #1 is included in the filter.
255.255.0.0 | Node #2 is excluded from the filter. The filter includes all nodes except 132.45.174.10.
174.10

132.45.0.0 | Node #1 is listed in the exclusion range and is excluded from the filter.
255.255.0.0 | Note #2 is included in the filter.

160.10-
174.5

132.45.0.0 | Both nodes are excluded from the filter and, therefore, neither node is managed by
NerveCenter. The filter includes all nodes except 132.45.xxx.10, where xxx can be any

255.255.0.0
value greater than 1 and less than 255.
10
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If you use a subnet mask of 255.255.240.0, you would get different results.
m Sample node #1 with IP address: 132.45.160.10
m Sample node #2 with IP address: 132.45.174.10

You must first apply the filter before determining the node’s ID. The filter values in the table below have
the following effects:

Table 11: Class B Filter Examples (Set Two)

Subnet Mask

. Results of Filter
Exclusion

132.45.160.0 | The node is not included in the filter. The filter includes all nodes except 132.45.174.10.
255.255.240.0
174.10

132.45.160.0 | Neither node is included in the filter. The filter includes all nodes except those ending in
255 955.240.0 .10. The third octet of an excluded node can be 174 or any value between 160 and 174.

10

Filtering Alarms by Severity
When you filter alarms by severity, you are specifying that you only want to display alarm instances in the
NerveCenter Client from particular nodes identified by the severity of the alarm instance’s state.
Although you can create afilter simply based on severity, a single filter can contain any combination of:
m Alist of subnets
m Alist of severities
m Alist of property groups

For information on how to build an alarm-instance filter based on IP range and property groups, see the
respective section listed below:

m Filtering Alarms by IP Range on page 63
m Filtering Alarms by Property Groups on page 74
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TO CREATE AN ALARM FILTER BASED ON SEVERITY

1. Choose Configuration from the Client menu.
The Client Configuration dialog is displayed.

Client Configuration ? X

Server Connections | Alam Filter Selection | Alam Filter Modification |

Connection Infarmation
Server Name User ID

|NERVECENTER [

Server Port I Password

™ Autoconnect |

Al | Update | Delete
Server List
Name | Autoconnect
NERVECENTER Off

Server Port -~ Heartbeat Configuration

32504 [V Heartbeat Retry Interval [sec) |3|:I

r are MIB [client w: MIB from first ed sery

ok | Cancel | Help |
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2. Select the Alarm Filter Modification tab.
The Alarm Filter Modification page is displayed.

Client Configuration ? X

Server Connections | Alarm Fiter Selection  Alam Filter Modification

Filter | Severity | Group IP Range

carcs_| |

3. Select the New button.
The Alarm Filter Definition dialog is displayed.

Alarm Filter Definition ? X

IP Range l Sevelityl Property Group

Subret | Add

Mask I Delete

i

Exclusion | Update

Subnet ] Mask I Exclusion

Filker Mame
0K I Cancel | Undo Help

This is the dialog you use to define your filter.
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4. Select the Severity tab.
The Severity tab is displayed.

Alarm Filter Definition ? X

IPRange Severity | Property Group

Available Severities Selected Severities
Low Critical
Medium High
Minar Inform
Normal Major
Saturated > Waming

> |
YeryHigh <

And User-specified
Severity

——

Fiter Name  |Importan]
’TI Cancel | Undo ‘ Help ‘

5. Inthe Available Severities list, for each severity you want to use in your filter, select the severity
and then select the >> button. That is, you want to see information about alarm instances whose
states have these severities.

The severities in this list box are the union of the severities defined by all of the servers to which
you're connected. You can also add a user-defined severity to the list of severities to filter by
entering it in the And User-specified Severity text box, and then clicking >>.

The name of the severity is moved to the Selected Severities list. Information about alarm
instances with this severity will be displayed in the alarm summary views.

To remove a severity from the Selected Severities list, select the severity and then click <<.

Enter a name for your filter in the Filter Name field.
Select the OK button.
You return to the Client Configuration dialog box.

You've now defined an alarm filter based on severity. Before the client will use the filter, however, you
must associate the filter with a server. For instructions on how to create this association, see the section
Associating a Filter with a Server on page 77.
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Filtering Alarms by Property Groups

When you filter alarms by property groups, you are displaying alarm instances in the NerveCenter Client
from particular nodes belonging to one or more property groups. While you can create a filter based on
membership within a property group, a single filter can contain any combination of subnets, severities, or
property groups.

For more on building an alarm-instance filter based on an IP range and severities, see the respective
section listed below:

m Filtering Alarms by IP Range on page 63
m Filtering Alarms by Severity on page 70

TO CREATE AN ALARM FILTER BASED ON PROPERTY GROUPS

1. Choose Configuration from the Client menu.
The Client Configuration dialog is displayed.

Client Configuration ? K

Server Connections | Alam Filter Selection | Alam Filter Modification |

Connection Information
Server Name User ID
|NERVECENTER [

Server Port | Password

™ Autoconnect I

add | Update | Delets
Server List
Name | Autoconnect
NERVECENTER Off
Server Port  — Heartbeat Configuration
32504 v Heartbeat Retry Interval [sec) |30

-

Cancel | Help |
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2. Select the Alarm Filter Modification tab.
The Alarm Filter Modification tab is displayed.

Client Configuration ? X

Server Connections | Alarm Fiter Selection  Alam Filter Modification

Filter | Severity | Group IP Range

NerveCenter 6.2 Designing and Managing Behavior 75
Models



Getting Started with the NerveCenter Client

3. Select the New button.
The Alarm Filter Definition dialog is displayed.

Alarm Filter Definition ? X

IP Range l Sevelityl Property Group

Subret | Add

Mask | Delete

i

Exclusion | Update

Subnet ] Mask I Exclusion

Filker Mame
0K I Cancel | Undo Help

This is the dialog you use to define your filter.
4. Select the Property Group tab.
The Property Group tab is displayed.
Alarm Filter Definition ? X

IP Range | Severity Property Group

Available Property Groups Selected Property Groups
DEC-ELAN-MIB lemp
EFIX-MIB Mib-l

FIBERMLUX-MIB

HP-UNIX-MIB

Mib-l-router-subl
MICROSOFT-INTEF
MICROSOFT-SERVI <«
NAT-MIB 4|
!‘llEDefPulllGroup v

And User-specified
Property Group

—

Filter Name |Commor]
0K I Cancel | Undo Help
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5. Inthe Available Property Groups list, for each property group of each alarm instance’s node,
perform the steps below for each property group you want to be part of the filter. That is, you want
to see information about instances whose nodes belong to these property groups.

The property groups in this list box are the union of the property groups defined by all of the servers
to which you’re connected.

The property group is moved to the Selected Property Groups list. Information about alarm
instances with this property will be displayed in the alarm summary views. Optionally, you can
also add a user-defined property group to the list of properties to filter by entering a property group
in the And User-specified Property Group text box, and then click >>.

To remove a property group from the Selected Properties list, select it and then click <<.

Enter a name for your filter in the Filter Name field.
Select the OK button.
You return to the Client Configuration dialog box.

You've now defined an alarm filter based on property groups. Before the client will use the filter, however,
you must associate the filter with a server. For instructions on how to create this association, see the
section Associating a Filter with a Server below.

Associating a Filter with a Server

When you define an alarm filter, that filter is not used to filter alarm instances from all connected servers.
It is only used to filter alarm instances from a server with which you have explicitly associated it.
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TO ASSOCIATE AN ALARM FILTER WITH A NERVECENTER SERVER

1. Choose Configuration from the Client menu.
The Client Configuration dialog is displayed.

Client Configuration ? X

Server Connections | Alam Filter Selection | Alam Filter Modification |

Connection Infarmation
Server Name User ID

|NERVECENTER [

Server Port | Password

™ Autoconnect I

Al | Update | Delete
Server List
Name | Autoconnect
NERVECENTER Off

Server Pot  — Heartbeat Configuration

32504 v Heartbeat Retry Interval [sec) |30

C 1 L TOm

2. Select a server from the list of servers at the bottom of the dialog.

The name of the server appears in the Server Name text field in the Connection Information group
box. This is the server with which you will associate your alarm filter.
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3. Select the Alarm Filter Selection tab.

The Alarm Filter Selection page is displayed.

Client Configuration ? X
Server Connections  Alaim Filter Selection I Alarm Fiter Modification |

Server List

Name I Autoconnect

NERVECENTER Ooff
NC6200-CENTOSE-G Off

Available Filters Selected Filters

Traffic
Important

All >

<< Al

adis

Cancel

Help

4. Select afilter from the Available Filters list.
This is the filter you want to associate with the server you selected in Step 2.

5. Select the >> button to move the filter from the Available Filters list to the Selected Filters list.
To remove a filter from the Selected Filters list, select the filter and then select the << button.

6. Select the OK button at the bottom of the dialog.

Rules for Associating Filters with Alarms
When deciding whether to apply multiple filters to your alarms, you should keep in mind the following
general rules:
m  Multiple filters are ORed together

m  Multiple conditions in a single filter are ANDed together
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Multiple Filters are ORed Together

When you select more than one filter for a server, each filter is independent of the other filters. Their
behavior is equivalent to a logical OR operation.

For example, say you associate two filters with a NerveCenter Server. The two filters are defined as
follows:

m Filter#1 is configured to display only those alarms that have a severity level of Critical.

m Filter#2 is configured to display only those alarms coming from the network 132.168.196.0.
When both filters are applied to a server, you see the following alarms:

m Alarms with a Critical severity level from all existing networks defined for the server.

m From the network 132.168.196.0, you see all alarms regardless of severity.

Multiple Conditions in a Single Filter are ANDed Together

If, instead of the above view, you want to limit your alarms to Critical instances coming from the network
132.168.196.0, you need to create one filter with both of those conditions. You would create one filter that:

m Specifies a severity level of Critical, and
m Specifies an IP range of 132.168.196.0.

With this filter applied to the server, you see only those alarms that have a Critical severity level and that
come from network 132.168.196.0. One filter with multiple conditions is equivalent to a logical AND
operation; each condition is ANDed with the other conditions for optimum filtering.

Specifying Heartbeat Messaging

The NerveCenter Client sends a message called a heartbeat to each connected NerveCenter Server on a
standard interval. This messaging ensures the reliability of communications between the server and
client. If a server fails to respond after three consecutive heartbeat messages from the client, a message
box is displayed on the client console to alert the operator of the server’s heartbeat failure. (In such cases,
you should check with your network administrator to obtain the status of that particular NerveCenter
Server.)

You can set the interval at which the NerveCenter Client sends a heartbeat to the NerveCenter Server (30
seconds by default). You can also choose to deactivate heartbeat messaging.

See the following sections for more information:
m Modifying the Heartbeat Message Interval on the facing page

m Deactivating Heartbeat Messaging on page 82
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Modifying the Heartbeat Message Interval

You can change the interval NerveCenter Client uses to send heartbeat messages to verify its connection
with your NerveCenter Servers.

TO MODIFY THE HEARTBEAT MESSAGE INTERVAL

1. Choose Configuration from the Client menu.
The Client Configuration dialog is displayed.

Client Configuration ? X

Server Connections | lam Filter Selection | Alam Filter Modification |

Connection Infarmation
Server Name User ID
|NERVECENTER [

Server Port | Password

™ Autoconnect I

add | Update | Delete
Server List
Name | Autoconnect
NERVECENTER Off
Server Port  — Heartbeat Configuration
32504 v Heartbeat Retry Interval [sec) |30

r -

Cancel | Help |

2. Inthe Heartbeat Configuration panel, make sure the Heartbeat checkbox is checked. If it's not
checked, heartbeat messaging is turned off.

3. Inthe Retry Interval field, enter the number of seconds you want NerveCenter Client to wait
between heartbeat messages. The default is 30 seconds. (The number of retries is three.)

Note: When you modify heartbeat messaging, it applies to all NerveCenter Servers to which this client
connects.

4. Select the OK button.
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Deactivating Heartbeat Messaging

The NerveCenter Client sends heartbeat messages on an interval that you specify (or by default, every 30
seconds) to verify its connection with your NerveCenter Servers. If you choose, you can deactivate (or
activate) heartbeat messages going to and from all your connected servers.

TO DEACTIVATE HEARTBEAT MESSAGES

1. Choose Configuration from the Client menu.
The Client Configuration dialog is displayed.

Client Configuration ? X

Server Connections | Alam Filter Selection | Alam Filter Moditication |

Connection Information
Server Name User ID
|NERVECENTER [ncadmin

Server Port  |32504 Password

[ Autoconnect Iu

add | Update | Delete
Server List
Name | Autoconnect
NERVECENTER Off
NC6200-CENTOS6-G Off
Server Poit  — Heartbeat Configuration
32504 [~ Heatbeat  Retry Interval [sec) |3|:|

-

Cancel | Help |

2. Inthe Heartbeat Configuration panel, uncheck the Heartbeat checkbox.

Note: If there is no check mark in this checkbox, heartbeat messaging has already been deactivated for
NerveCenter Client. When you activate or deactivate heartbeat messaging, it applies to all NerveCenter
Servers to which this client connects.

3. Select the OK button.

Heartbeat deactivation takes effect the next time you connect NerveCenter Client to one or more
of your NerveCenter Servers.
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Disconnecting from a Server

When you exit the client, all connections to NerveCenter servers are broken. However, you may also
want to disconnect the client from a server without stopping the client.

TO DISCONNECT THE CLIENT FROM A SERVER

1. From the server drop-down list on the client’s button bar, select the server with which you want to
break the connection.

LogMatrix NerveCenter Client - Untitled - O X

Client Server Admin Window View Help

NC6200-CENTOS6-G

2. From the client’'s Server menu, choose Disconnect.

You see a pop-up window that asks you to confirm that you want to disconnect from the selected
server.

Client X

i Disconnecting from NC6200-CENTOS6-G.

0K Cancel

3. Select the OK button.
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Discovering and Defining Nodes

Before NerveCenter can manage a set of devices, a set of node definitions must reside in the
NerveCenter database. There are two ways to enter these definitions into the NerveCenter database:

m By using a discovery mechanism. Both network management platforms and NerveCenter itself
have the ability to explore a network and discover what devices are on the network. NerveCenter
can use the information gleaned during this discovery process to create a set of node definitions.

m By defining the nodes manually using the NerveCenter GUI.

Generally, if you're managing a network of any size, you'll use a discovery mechanism to gather
information about the devices on your networks. Defining nodes manually is appropriate only if you have a
very small network or if you want to add to your database some nodes that were not found during the
discovery process (perhaps because they were on a subnet that the discovery program did not explore).

Discovering Nodes

Generally, you add node definitions to the NerveCenter database using a discovery program. The two
most common scenarios are listed below:

m You are using NerveCenter with a network management platform and you use the platform’s
discovery mechanism to explore the network and write node definitions to the platform’s database.
You then define the machine on which the platform is running as NerveCenter’'s node source. This
action causes NerveCenter to copy the node definitions in the platform’s database to its own
database. The node information in NerveCenter's database is updated whenever the node
information in the platform’s database changes, for example, if a node is added to or deleted from
the platform’s database or if a node’s attributes are changed.

m You are using NerveCenter in standalone mode, and you use NerveCenter's IPSweep behavior
model to explore the network and write node definitions to NerveCenter's database.

There are also other, less common, scenarios. For example, you may be using NerveCenter with a
network management platform, but NerveCenter may be set up at a remote site and the platform may be
running at a central site. In this case, it may make sense to have NerveCenter discover the remote
network and forward the node information it gathers to the platform. NerveCenter can then retrieve node
definitions from the platform as in the first case mentioned above.

In any of these situations, you may only want information about nodes on particular subnets. This type of
filtering is easy to do with NerveCenter; however, it must be set up from the NerveCenter Administrator.
For information on how to perform this task, see Filtering Nodes in Managing NerveCenter

For more detailed information about discovering nodes, see Using IPSweep Behavior Model on the facing
page
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Using IPSweep Behavior Model

NerveCenter can be configured to discover nodes and add them to its database. With discovery enabled,
if the NerveCenter database does not already have a node matching the source of an SNMP trap or
NerveCenter Inform, it adds the node to the database. If NerveCenter Administrator is configured to auto-
classify, NerveCenter also attempts to classify the node’s SNMP version.

You typically use NerveCenter to discover nodes when NerveCenter is not integrated with a network
management platform.

For times when you want NerveCenter to discover the devices on a network, NerveCenter includes the
IPSweep behavior model. To use this behavior model, you—or for the first step, an administrato—must
perform the following tasks:

1. Someone must specify the following information:

o Which subnets the IPSweep behavior model should explore, and any nodes on those subnets
that the model should ignore

o Whether node information should be sent to NerveCenter or to a network management platform

o Whether the IPSweep alarm should be started automatically when the NerveCenter Client is
started.

This information can be specified either when NerveCenter is installed or later via the NerveCenter
Administrator. For installation details, see Installing NerveCenter, and for information about using
the NerveCenter Administrator, see Populating Using the IPSweep Behavior Model in Managing
NerveCenter.

2. You must make minor changes to the predefined NerveCenter alarm: IPSweep.

3. You must enable the IPSweep alarm.
Once the IPSweep behavior model becomes operational, it finds devices on the subnets you've specified
and, for each node, send a trap to the NerveCenter server or the network management platform. If the trap
is sent to NerveCenter, the server creates a node definition and places it in the NerveCenter database. If

the trap is sent to the platform, the platform writes information about the node to its database, and then
that information becomes available to NerveCenter.

Both the customization and enabling of the IPSweep alarm is handled from the NerveCenter Client. For
instructions on how to modify and enable these alarms, refer to the following sections:

m  Modifying the IPSweep Alarm on the next page
m Enabling the IPSweep Alarm on page 90
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Modifying the IPSweep Alarm

The IPSweep alarm actually executes the program, ipsweep, that discovers devices on your network. If
NerveCenter was installed in the default directory, this alarm will work correctly without modification.
However, if the product was installed in a non-default directory, you must change the Command action
associated with one of the alarm’s transitions so that the path to ipsweep is correct. You may also want to
change the delay between executions of the ipsweep program. The instructions below explain how to
change both the delay and the path to the ipsweep program.

TO MODIFY THE IPSWEEP ALARM

1. From the client's Admin menu, choose Alarm Definition List.
The Alarm Definition List window is displayed

Y NERVECENTER:Alarm Definition List (=@ |
D | Name Enabled | Property | Scope A
9 AllTraps_LogToFile Off NO_PROP Node
10 Authentication Off NO_PROP Subobject
2 Forward-AllTraps On NO_PROP Node
5 lempStatus Off icmpStatus Node
8 IfErrorStatus Off ifEntry Subobject
7 IfLinkUpDown Off ifEntry Subobject
1 ifStatus On ifEntry Subobject
f fllnDownStatus QOff ifFntre Subnhiect ¥
< >

| Newl | Close Export... Help

2. Select the IPSweep alarm from the list.
The Open button is enabled.
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3. Select the Open button.

The definition of the IPSweep alarm is displayed in the Alarm Definition window.

# NERVECENTER:Alarm Definition : IPSweep =N =R =~

® = e
P Ground

PingSweep

TrueTrigger

IPSweep I | TrueTrigger I

Name |IPSweep Property INEI_F'HEIF' ;] Scope |Enterprise LI
Enabled
C on & OK [™ Clear Triggers for Reset To Ground or OFf
State List Transition List

State | Severity From State To State Trigger

Wait Normal Wait PingSweep IPSweep

PingSweep Normal PingSweep Wait TrueTrigger

Ground Normal Ground PingSweep TrueTrigger

Save | Cancel | Undo | Notes Help

4. Ifthe alarmis enabled, set its Enabled status to Off.

The alarm may be turned on even if it was never explicitly enabled. This is possible because
NerveCenter server can be configured to enable this alarm on startup.
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5. Double-click the transition from the PingSweep state to the Wait state.
The Transition Definition dialog is displayed.

Transition Definition ? X

Transition
From Trigger

To
| | TrueTrigger | [wat |

Actions

Type Argument

Beep
Fire Trigger IPSweep, $50, SNODE, SPROPERTY, 300

New Action o | |
ok | cencel | Help

6. Double-click the Fire Trigger action.
The Fire Trigger Action dialog is displayed.

Fire Trigger Action 2 «
Trigger Name
Sublbject 450 = o |
Node [snoDE 7] "o |
Property [sPROPERTY =

Delay

" Days  Hows |5

& Minutes O Seconds

7. Change the delay for the Fire Trigger action from 5 minutes to the length of time you want to wait
between invocations of the ipsweep program.

A short delay will generate more network traffic, while a long delay will mean a longer wait for new
devices to be discovered.

Select the OK button in the Fire Trigger Action window.

9. Select the OK button in the Transition Definition window.
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10.

1.

12.
13.
14.
15.

Double-click the IPSweep transition.
The Transition Definition window is displayed.

Double-click the Process Command action in the Transition Definition window.

The Command Action dialog is displayed.

Command Action 7 X

Command:

I!opl!tl SInc/bin/ipsweep

Special Symbol Ll .f’l‘\.

| |
0K | Cancel | Help |

Edit the Command text field so that it contains the correct path to the ipsweep program.
Select the OK button in the Command Action window.

Select the OK button in the Transition Definition window.

Select the Save button in the Alarm Definition window.
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Enabling the IPSweep Alarm

Once you’'ve modified the IPSweep alarm, you must enable the alarm for the IPSweep behavior model to
become functional.

TO ENABLE THE IPSWEEP ALARM

1. Foreach alarm, perform this step and the following steps. From the client’s Admin menu, select
Alarm Definition List.

The Alarm Definition List window is displayed.

5

B NERVECENTER:Alarm Definition List o =]
D | Name Enabled I Property I Scope A
9 AllTraps_LogToFile Off NO_PROP Node
10 Authentication Off NO_PROP Subobjec
2 Forward-AllTraps On NO_PROP MNode
5 lempStatus Off icmpStatus Node
8 IfErrorStatus Off ifEntry Subobjec
7 IfLinkUpDown Off ifEntry Subobjec
1 ifStatus On ifEntry Subobjeci
6 fUpDownStatus Off ifEntry Subobjec!
1 IPSweep Off NO_PROP Enterprise v
< >
m I Mote Close Export... I Help
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2. Highlight the name of the alarm you want to enable.
The Open button is enabled.

3. Select the Open button.
The alarm’s definition is displayed in the Alarm Definition window.

& NERVECENTER:Alarm Definition : IPSweep =N EcR—™
@ L o |
P Ground PingSweep
IPSweep I [ TrueTrigger I
Name |IPSweep Property | NO_PROP _-I Scope |Enterprise ;l
Enabled
@ Ba € of [ Clear Triggers for Reset To Ground or Off
State List . Transition List
State I Severity From State To State Trigger
Wait Normal Wait PingSweep IPSweep
PingSweep Normal PingSweep Wait TrueTrigger
Ground Normal Ground PingSweep TrueTrigger
Save | Cancel | | Notes Help

4. Select the On radio button in the Enabled frame.
5. Select the Save button at the bottom of the window.

Note: You can also enable an alarm by selecting it in the Alarm Definition list, pressing the right mouse
button while your cursor is positioned over the highlighted alarm, and selecting On from the pop-up
menu.
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Defining Nodes Manually

There are three situations in which you should define nodes manually using the NerveCenter Client.

m You are managing a very small network, and it is easier to define the nodes in the network manually
than to configure NerveCenter's IPSweep behavior model.

m You've discovered most of your nodes using either your network management platform’s or
NerveCenter’s discovery mechanism, but you need to add to your database a few nodes on a
subnet that wasn’t explored during the discovery process.

m You are managing a network with IPv6 support.

In any case, you can define your nodes using the Node Definition window in the client.

TO DEFINE A NODE MANUALLY

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

B NERVECENTER:Node List =N Ech I~
Node Count : 4 | Search I
ID | Name | 1P Address Group | Severity | Managed | Suppressed | SNMP Version | Error Status | IP Addresses
3 Cisco-Switch 192.168.1.220  Mib-II Inform  Managed No vaec
1 LAPTOP-TJBKAICD  192.168.1.184  lcmp Normal Managed No vl
2 Linksys-Router 192.168.1.1 Mib-Il Normal Managed No vl
4 nervecenter 192.168.1.191 lemp Normal Managed No vl
L4 >
New f Close Export... Help
Format EnginelD

92 Designing and Managing Behavior NerveCenter 6.2
Models



Defining Nodes Manually

2. Inthe Node List window, select the New button.

The Node Definition window appears.

B NERVECENTER:Node Definition ==
Node lAIalrns} Alarmlnstancesl MIB Queryl F‘arentsl SNMF'I ICMP ] Tred | 4
Mode ID: [~ Managed
Name | ¥ Autodelete
Property - ™ Suppressed
Group INCDeIauItErnup :I
™ Platform
Node

IP Address

IP Address
IP Address
List

Save ‘ Cancel | Undo | Notes | Help |

3. Inthe Name text field, type the name of the workstation or network device that the node object
represents. The name can be a fully qualified hosthame or an IP address.

Note: The maximum length for node names is 255 characters.

4. Select the node’s property group from the Group list box.

The Group list box contains a list of all the valid property group names defined in the NerveCenter
database.

5. Inthe Port text field, type the number of the port on the node to which NerveCenter should send
messages.

SNMP agents use port 161 to receive SNMP messages.
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6. IntheIP Address text field, type the node’s IP address. Then select the Add button to add the
address to the IP Address List. If the node is multihomed, you can add the node’s other addresses
to the list in the same manner.

If you need to delete an address from the address list, highlight that address, and then select the
Delete button.

If you have a properly configured DNS or NIS server, you can also use IP Lookup to find the IP
Address(es) for the node. See Using IP Lookup on the facing page for more details.

7. Check the Managed checkbox if you want NerveCenter to manage the node.

You can leave Managed unchecked if you do not want the node to be affected by any NerveCenter
behavior models.

8. Check the Auto Delete checkbox if you want the node to be deleted if it is not in your network
management platform’s (NMP’s) node database.

The setting of this property is meaningful only if you are using an NMP as your node source. If
you're using an NMP as a node source and you check the Auto Delete checkbox, the node you're
defining will be deleted when the NerveCenter database is synchronized with the NMP’s node
database, if the node you’re defining is not found in the NMP’s node database. If you don’t want the
node to be deleted in this situation, don’t check the Auto Delete checkbox.

9. The Platform checkbox is a read-only control.

When you define a node manually, Platform is read-only and is unchecked and indicates that the
node you are defining was not discovered by a network management platform.

10. Check the Suppressed checkbox if you want the node to be in a suppressed state.

A suppressed node is not polled by any suppressible polls (a poll’s default state). Only polls
designed to monitor a device’s responsive/unresponsive state are not suppressible.

Note: Normally, you do not check Suppressed. A node’s suppressed attribute is usually set by an
alarm action when the alarm detects that the node is not reachable.

11. By default, NerveCenter deems the SNMP version for a node to be version 1. If you want to
manage the node using SNMP version 2c or 3, you must configure the appropriate SNMP settings
in the SNMP tab. In the SNMP tab, you can also change the Read and Write community names for
a node that’s using SNMP version 1 or 2c.

For details, see Configuring SNMP Settings for Nodes on page 99.

12. Select the Save button.

When adding nodes manually, you can also search for the IP Addresses available for the hostname of the
node.

Note: IP Lookup functions only if you have a properly configured DNS or NIS server. Connectivity is not
enough for IP Lookup to find the correct IP address.

IP Lookup is separate from the DNS Lookup used by NerveCenter when discovering nodes from traps.
See Managing Node Data in Managing NerveCenterfor more details about DNS Lookup.
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USING IP LookupP

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

2. Inthe Node List window, select the New button or select a Node and select Open.
The Node Definition window appears.

B NERVECENTER:Node Definition =N R ==
Node lAIalmsl Alarmlnstancesl MIB Quelyl F‘arenlsl SNMF'l ICMP | Tret | »
Node ID: [~ Managed
Name | WV Autodelete
Property |NCDeIauItErnup LI [ Suppressed
Graup
™ Platfom
Node
IP Address
IP Address [
pdd | Update | | Delete | 1P Lockup| StopLockup

IP Address
List

Save | Cancel I Undo | Notes | Help |

3. Inthe Name text field, type the fully qualified name of the workstation or network device that the
node object represents.
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4.

Select IP Lookup.
The IP Address Selection window opens.

If the IP Address Selection window does not open, you can click StopLookup to stop the the IP
lookup and return control to the NerveCenter client.

IP Addresses Selection X
Mode Name: . boston.com

Available IP Addresses Selected IP Addresses

151.101.0.153

161.101.128.153
151.101.192.153 Q
151.101.64.153

Addesses Filter
+ |Pv4 address only " IPv# and IPv6 addresses " IPvE address only

ok | Cancel | Hep |

If any node IP Addresses have been defined, they appear in the Selected IP Addresses field.

If you already defined IP addresses for the node, select them all and select Delete to move them to
the Available IP Addresses field.

Select what type of IP Addresses you want to collect, IPv4, IPv6, or a combination of IPv4 and
IPv6 addresses.

See IPv6 and NerveCenter on the facing page for more details about NerveCenter's IPv6 support.

Note: If you have any invalid IP Addresses in the Available IP Addresses field—for example, if you
defined IP Address manually in the Node Definition window—NerveCenter deletes them when you
select an Address Filter.

7.

Select the IP Addresses you want to assign to the Node from the Available IP Addresses field and
click Add to move them to the Selected IP Addresses field.

Select OK to return to the Node Definition window.

Select Save.
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IPv6 and NerveCenter

NerveCenter supports networks running IPv6 and IPv4 within the following guidelines:

m Your network must support the IPv6 protocol. If IPv6 devices reside on different network than the
NerveCenter management node, your routers must support IPv6 routing.

m You must configure The SNMP agent on your IPv6 devices to support all SNMP requests on IPv6.
m You must install the NerveCenter server on a machine with IPv6 and IPv4 stack support.

m Youmust have a working DNS, NIS or other server properly configured to use name resolution for
IPv6 addresses.

m You must install the NerveCenter server on a machine with IPv6 and IPv4 stack support.

IP Addresses Selection X
Node Name:  www.att.com

Available IP Addresses Selected IP Addresses
104.100.153.111

2600:141b:2000:183::2db1
2600:141b:2000:1bd:: 2db1 Q

[ s

Addesses Filter
" |Pv4 address only * |Pv4 and IPv6 addresses " IPvE address only

oK | Cancel | Help

While NerveCenter supports monitoring IPv6 networks, it has the following limitations:

m Communication between the NerveCenter server, the Administrator, and the Client does not
support IPv6.

= Communication between NerveCenter and network management platforms does not support IPv6.

m The IPSweep alarm does not support IPv6.
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A node must have SNMP version information before NerveCenter can poll the node or process a trap from
the node. If the node is using SNMPv3, the SNMP agent must be configured properly on the node. See
Using the SNMP Test Version Poll on page 126 for help testing communication with a node.

You can manually specify the correct SNMP version for the node or command NerveCenter to classify
the node. If you specify the node as SNMPv3 or if the node is classified as SNMPv3, you can set the
security level, user name, context and, if applicable, the authentication and privacy protocols used by
NerveCenter to poll the node.

Manually Changing the SNMP Version Used to Manage a Node

NerveCenter must use different versions of SNMP to communicate with the different versions of SNMP
agents. Most often, you will want NerveCenter to classify the SNMP version for nodes when they are
added to your database. You can, however, manually change the version that NerveCenter uses for
communicating with a particular node.

You might change the version, for example, if you are using SNMPv3 and it is not configured correctly at
the agent. Instead of continuing to send SNMPv3 polls that may generate numerous alarms, you can
temporarily change the node’s SNMP version to v1 or v2c until you have a chance to reconfigure the v3
information at the agent. With this change, you can still poll the node for certain MIB variables defined in
your behavior models and continue monitoring minimal MIB information for the node.

This feature also allows you to override the maximum version classification value configured in
NerveCenter Administrator. For example, if maximum classification value is v2c, you can specify
SNMPv3 for a particular node and run a test poll against that node.
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To CHANGE A NODE’S SNMP VERSION MANUALLY

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

B NERVECENTER:Node List =R =R
Node Count : 4 | Search I

ID | Name | 1P Address | Group | Severity | Managed | Suppressed | SNMP Version | Error Status | IP Addresses

3 Cisco-Switch 192.168.1.220  Mib-II Inform  Managed No v2c

1 LAPTOP-TJ6KAICD  192.168.1.184  lcmp Normal Managed No vl

2 Linksys-Router 192.168.1.1 Mib-lI Normal Managed No vl

4 nervecenter 192.168.1.191  lcmp Normal Managed No vl

< >

Oper New Notes Close Export... Help
Format EnginelD [
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2. Inthe Node List window, select New if defining a new node, or select the node and then Open to
change an existing node.

The Node Definition window appears.

3. Select the SNMP tab.

-

B NERVECENTER:Node Definition : Cisco-WirelessVPNRouter | = || = |[si3m]
Node 1 Alarms l Alarm Instances I MIB Query ] Parents SNMP | ICMP | Tred ¥
SNMPv2Ze - Classiy Pelling
Use Defaults v
Port 161 Judp  Use GetBulk v Retry
Interval
SNMP v1/v2c [seconds)
Read Community |public Attempts
‘Write Community  |public Timeout
| [seconds)
SNMP v3
Select User Security Level
Local User
User Name |
Authentication |M[l5
Privacy |[‘EE‘
Contest |
Engine D | Parse | Felch
Status |
Save | Cancel Unda Notes | Help |

4. Select the node’s SNMP Version.

o If you select Unknown or an incorrect version, NerveCenter cannot poll the node or process
traps from the node.

o If you select v1 or v2, set the Read Community and Write Community values as appropriate for
the node.

> If you select v3, click the Select User list and select User #1, User #2, or Local User; and

select the appropriate Security Level. If you select Local User, you can configure a node-
specific username, authentication and privacy settings, and context as necessary.

NerveCenter 6.2 Designing and Managing Behavior 101
Models



H Configuring SNMP Settings for Nodes

5. Select the Save button.

Caution: NerveCenter performs no type of error check to validate the version you choose. However,
you can manually confirm SNMPv3 communication with the node by clicking Save and then testing this
setting with Get on the Query Node tab.

Note: To change the version of one or more nodes from the Node List window, right-click one or more
nodes, select Version, and select the version you want for the nodes.

Changing the Security Level of an SNMPv3 Node

NerveCenter lets you set the security level you want for each managed node using SNMPv3. The
security level of a node determines whether authentication or encryption services are used with
communications between NerveCenter and the node.

SNMPv3 nodes can have one of the following security levels:

m NoAuthNoPriv—Neither message authentication nor encryption is used while communicating
with the agent. No passwords are required.

m AuthNoPriv—Message authentication is used without encryption while communicating with the
agent. An authentication protocol and password are required. The authentication password can be
set to one of the two global passwords defined under User #1 or User #2, or can be set on a per-
node basis.

m AuthPriv—Both authentication and encryption are used when communicating with the agent. Both
the authentication and privacy protocols and passwords are required. These passwords can be set
to one of the two global passwords defined under User #1 or User #2, or can be set on a per-node
basis.

For more information on SNMPv3 security, see NerveCenter Support for SNMPv3 Security on page 118.
For details about passwords, see NerveCenter Support for SNMPv3 Digest Keys and Passwords on
page 119.
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To cHANGE AN SNMPV3 NODE’S SECURITY LEVEL

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

@

B NERVECENTER:Node List =R =R

Node Count : B || Search

ID | Name | 1P Address | Group | Severity | Managed | Suppressed | SNMP Version | £f IF Addresses
3 Cisco-WirelessVPNRouter  192.168.1.220  Mib-II Inform  Managed No vic 1921681131
1 LAPTOP-7J6KAICD 192.168.1.184  lcmp Normal Managed No vl

2 Linksys-Router 192.168.1.1 Mib-II Normal Managed No vl

4 nervecenter 192.168.1.191  NerveCenter Normal Managed No vl

5 HP-Photosmart-6520 192.168.1.242  lemp Normal Managed No vl

6 nc6200-centosb-g 192.168.1.239  MNerveCenter Normal No No vl

< >

Open | New Notes Close Export... Help
Format EnginelD |~
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2. Inthe Node List window, select New if defining a new node, or select the node and then Open to
change an existing node.

The Node Definition window appears.

3. Select the SNMP tab.

| NERVECENTER:Node Definition : Cisco-WirelessVPNRouter | = | = |[utm])

Node | Alarms | Alarm Instances | MIB Query | Parents  SNMP IIEMP | Tl

SNMPY3 = Classify Palling
Use Defaults v
Port 161 Judp  UseGetBuk W Rety
Interval
SNMP +1/v2c [seconds)
Read Community |public Attempts
‘wiite Commurity | public Timeout
Y | [seconds)
SHNMP v3
Select User |Local User - I Security Level |NoAuthMoPriv v
Local User
User Hame |nelvecenter
Authentication  |pp5 |
Privacy DES I
Context |
Engine D | Parse | Fetch
Status |
Save | Cancel Undo MNotes | Help |

4. Select the Security Level.

If you are setting the security level for the Local User, you can configure the necessary
authentication and privacy keys from this screen. If you are setting the security level for User #1 or
User #2, those keys are configured from the SNMPv3 tab in the NerveCenter Administrator (see
Configuring SNMPvV3 Security Settings in Managing NerveCenter).

5. Select the Save button.

Note: You can change node security levels from the Node List window. Right-click one or more nodes,
select Security Level, and then select the level you want for the nodes.
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Changing the Authentication Protocol for an SNMPv3 Node

If you change the authentication protocol on an SNMPv3 agent, you must likewise change the protocol
used by NerveCenter to manage that agent.

An authentication protocol must be specified when the node’s security level is AuthNoPriv or
AuthPriv.NerveCenter supports either HMAC-MD5-96 (MD5) or HMAC-SHA-96 (SHA-1) as
authentication protocols. The default is MD5.

TO CHANGE THE AUTHENTICATION PROTOCOL USED TO MANAGE AN SNMPV3 NODE

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

B NERVECENTER:Node List =N Ech I~

Node Count : [ || Search

ID | Name | 1P Address Group | Severity | Managed | Suppressed | SNMP Version | £ IP Addresses
3 Cisco-WirelessVPNRouter  192.168.1.220  Mib-II Inform  Managed No vac 192.168.1.191
1 LAPTOP-7JGKAICD 192.168.1.184  lemp Normal Managed No vl

2 Linksys-Router 192.168.1.1 Mib-II Nermal Managed No vl

4 nervecenter 192.168.1.191  NerveCenter Normal Managed No vi

5  HP-Photosmart-6520 192.168.1.242 lcmp Neormal Managed No vl

6 nc6200-centosb-g 192.168.1.239  NerveCenter Normal No No vl

< >

Open | New Notes Close Export... Help
Format EnginelD [

2. Inthe Node List window, select New if defining a new node, or select the node and then Open to
change an existing node.

The Node Definition window appears.
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3. Select the SNMP tab.

Y NERVECENTER:Node Definition : Cisco-WirelessVPNRouter | = | = |[ssm]

Node | Alaims | Alarm Instances | MIE Query | Parents  SNMP IIEMF' | Tredt [ »

SNMPv3 x| Classiy Poling

Use Defaults v
Port 161 fudp  UseGetBuk ¥ Reky
Interval
SNMP v1/v2e [seconds)
|Dubllc Attempts

Read Community

Wiite Community  |public Timeout
| [seconds)

SNMP v3
Select User |Local User v | Securty Level |AuthNoPriv -
Local User
User Name Inervecenta

Authentication |SHA—1 - SetAuth Key
Privacy AES-128 f

Context |
Engine 1D | Parse| Felch
Status |
Save | Cancel | Unda | Notes | Help |

4. Click the Select User list and select User #1, User #2, or Local User; and select the appropriate
Security Level. If you select Local User, you can configure a node-specific username,
authentication and privacy settings, and context as necessary.

5. Select the new protocol from the Authentication list box.
Click Save.

Note: You can change the protocol for one or more nodes from the Node List window. Right-click one or
more nodes, click Authentication, and then select the protocol you want for the nodes. Polling is halted
for all selected nodes during this change.
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Classifying the SNMP Version Configured on Nodes

A node must have SNMP version information before NerveCenter can poll the node or process a trap from
the node. NerveCenter enables you to obtain the SNMP version for a node and classify the node with that
version. This is required when you don’t know the SNMP version for a node or when NerveCenter
receives its nodes from a Network Management Platform (NMP). When NerveCenter receives nodes
from OpenView, NerveCenter deems the SNMP version for these nodes to be version 1.

A node must already exist in the database before it can be classified. To classify a node as SNMPv3, the
agent must have an initial user configured for discovery. For details, see Managing SNMP Settings in
Managing NerveCenter.

For a detailed study of classification, see The Need for Node Classification in Managing NerveCenter.
There are three ways in which NerveCenter classifies nodes:

m Enable auto-classification of nodes. If auto-classification is enabled, when NerveCenter adds
nodes to its database (discovered from a trap, added from a NMP, or imported from another
NerveCenter), any nodes without version information are classified at the highest possible level up
to the maximum version specified in NerveCenter Administrator. NerveCenter does not attempt
auto-classification for nodes that you add manually in Client.

For details, refer to Managing Node Data in Managing NerveCenter.

m  Manually classify SNMP version for one or more nodes. NerveCenter attempts to classify one or
more nodes at the highest level up to the maximum version specified in NerveCenter Administrator.

For details, see Classifying the SNMP Version for One or More Nodes Manually on page 109 in
Managing NerveCenter.

m Manually classify all nodes in the Client’s Node List. NerveCenter attempts to classify all nodes in
its database at the highest level up to the maximum version specified in NerveCenter
Administrator.

For details, see Classifying the SNMP Version for All Nodes Manually on page 110.

Note: You can also manually confirm the SNMP version defined for a node. When you use this option,
NerveCenter attempts to poll a node using the version specified for the node. The maximum classified
version configured in NerveCenter Administrator has no effect on this operation. For details, see
Confirming the SNMP Version for a Node on page 111.

If NerveCenter classifies a node as SNMPv3, NerveCenter assigns a default security level for
communicating with the node. The default security level is NoAuthNoPriv. For details about changing the
security level, see Changing the Security Level of an SNMPv3 Node on page 102.

Caution: If NerveCenter fails to classify the node, then the version of the node is set to “Unknown.”
NerveCenter does not poll nodes or process traps from nodes whose SNMP version is Unknown.
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For more information about classification, see also:

m  When NerveCenter Classifies Node SNMP Versions on page 114

m How NerveCenter Classifies a Node SNMP Versions on page 115
SNMP version classification is also important for using the GetBulk function.

You can disable NerveCenter’s per-node default of using GetBulk. To block NerveCenter from using
GetBulk for a node, find it in the Node List, open it and select the ‘SNMP’ tab. There, uncheck the ‘Use
GetBulk’ checkbox and then select Save.

. )
| NERVECENTER:Node Definition : Cisco-WirelessVPNRouter | = || & |[ne3m]

Node | Alams | Alarm Instances | MIB Query | Parents  SNMP IICMP | Tret ] ®

SNMPvZe  ~ Classify Polling

Use Defaults v
Port 161 Jfudp  UseGetBuk [ Rety

Interval

SNMP v1/v2c [seconds)

Read Community |Dub|iC Attempts

‘white Community | public Timeout

| [seconds)
SNMP v3
Select User ’—j Security Level [—:‘
Local User
User Mame

Authentication

Privacy

Context |
Engine ID | Parse | Fetch
Status |
Save | Cancel | Undo | Motes ‘ Help ‘

NerveCenter utilizes the SNMP getbulk operation. Getbulk operations allow NerveCenter to retrieve
large portions of a table in a single response, instead of making repeated getnext requests. This
increases NerveCenter's polling performance on nodes possessing MIB tables with a large number of
instances, such as a managed device with many ports or interfaces (for example, multiple ifEntry table
rows).

You do not need to make any changes to take advantage of the getbulk functionality, though certain
criteria must be met for NerveCenter server to use getbulk instead of getnext.

m Getbulkoperations are used when a polled Node's SNMP version is classified as v2c or v3.
m The Property being polled must be associated with a MIB table (as opposed to a singleton object).
m The Property Group's Property must not have a Filter applied.

m Instance-scope and Suboject-scope alarm instances that have transitioned out of ground utilize
standard individual polls to allow flexible state transitions for each unique instance.
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With these restrictions in mind, you can employ several techniques to optimize the performance of
NerveCenter polling:

m Classify Node versions as at least v2c if they support that level of SNMP
m Utilize Property Filters only when eliminating a large range of instances from a large table

m Design Alarm models that do not transition out of ground for trivial events.

Classifying the SNMP Version for One or More Nodes Manually

Follow the procedure below to classify the SNMP version for one or more nodes manually. When using
this method, NerveCenter attempts to classify the selected nodes at the highest level up to the maximum
version specified in NerveCenter Administrator.

TO CHANGE THE AUTHENTICATION PROTOCOL USED TO MANAGE AN SNMPV3 NODE

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

" 5

! NERVECENTER:Node List El (o]
Node Count : B I Search
M Name | IP Address | Group | Severityl Managed | Suppressed l SNMP Version l E& IP Addresses
3 Cisco-WirelessVPNRouter  192.168.1 Managed No v2c
1 LAPTOP-7J6KAICD 192.168.1 Managed Managed No vl
2  Linksys-Router 192.168.1 Unmanaged Managed No
4 nervecenter 192.168.1 Delete Managed No vl
5 HP-Photosmart-6520 192.168.1 Managed No vl
6  nc6200-centosb-g 192.168.1 Property Group No No vl
Auto Delete
< No Auto Delete >
Suppress
pEn MNew Mote Help
| Unsuppress J _,
Format EnginelD [ Tracing Off
Test Version
Version b
Authentication
Classify
Security Level
Open
Copy
Reset Alarms
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2. Inthe Node List window, select New if defining a new node, or select the node and then Open to
change an existing node.

The Node Definition window appears.

3. Right-click the node or nodes you want to classify and select Classify.

NerveCenter attempts to classify the SNMP version on the nodes up to the highest level specified
in NerveCenter Administrator.

Classifying the SNMP Version for All Nodes Manually

NerveCenter Client can attempt to classify nodes’ SNMP versions, at the highest level to the maximum
specified in NerveCenter Administrator.

TO CLASSIFY NODES MANUALLY

m From the client’s Admin menu, select Classify All Nodes.

NerveCenter attempts to classify the SNMP version on all nodes up to the level specified.
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Confirming the SNMP Version for a Node

You can verify the SNMP version that NerveCenter has configured for any particular node, which is useful
when manually defining a node to be added to the node list.

With this option, NerveCenter attempts to poll the node using the version specified; the maximum
classified version configured in NerveCenter Administrator does not apply to this classification method.
For example, if the maximum classification value is v2c and you have set the version for a particular node
to SNMPv3, you can still confirm SNMPv3 communication using this method.

TO CONFIRM A NODE’S SNMP VERSION

1. From the client's Admin menu, select Node List.
The Node List window is displayed.

B NERVECENTER:Node List E=REER <=

Node Count : B || Search

ID I Name l IP Address Group I Severity I Managedl Suppressed | SNMP Version I gq [P Addresses
3 Cisco-WirelessVPNRouter  192.168.1.220  Mib-II Inform  Managed No vic 192.168.1.131
1 LAPTOP-7J6KAICD 102.168.1.184  lcmp Normal Managed No vl

2 Linksys-Router 192.168.1.1 Mib-II Normal Managed No vl

4 nervecenter 192.168.1.191  NerveCenter Normal Managed No vl

5  HP-Photosmart-6520 192.168.1.242  lcmp Normal Managed No vl

&  ncb200-centosb-g 192.168.1.239  NerveCenter Normal No No vl

< >

Open | New Notes Close Export... Help
Format EnginelD [
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2. Inthe Node List window, select New if defining a new node, or select the node and then Open to
change an existing node.
The Node Definition window appears.

3. Select the MIB Query tab.

Y NERVECENTER:Node Definition : Cisco-WirelessVPNRouter | — | (= [t

Node | Alarms] Alam Instances  MIB Query | F'arenls' SNMF‘] ICMP ] Tre 4 I 4

IP Address [132168.1.220 =l
Base Object (* Isystem LI
0iD c |

Query | Stop Export I

No query running.

— Query Results

#l Name I Type | Value
Save Cancel Unda Notes Help
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4. Select the Query button.

B NERVECENTER:Node Definition : Cisco-WirelessVPNRouter | = || =) |[s2m]

Node | Alarmsl Alam Instances  MIB Query | Parentsl SNMPI ICMP I Tre d | L4

IP Address [152.1681.220 B
Base Object |$yslem LI
oID o

Query | Export... |

Query completed. 26 Responses. SNMPv2c. Community “public’

Query Results

#J Name | Type | Value o
1 system.sysD.. Octet.. Wireless-N Gigabit Security Rout.

2 system.sysO.. Objec.. 1.3.6.1.4.1.9.6.1.22.250.2

3 systemsysU.. Time.. 909810471

4 system.sysC.. Octet.. N.Bergeron

5 system.sysN.. Octet.. cisco-wrvsdd00n

6 system.sysl.. Octet.. Office

7 system.sysS.. Integ.. 72

8 system.sysO.. Time.. 18

9 sysOREntry.s.. Objec.. 1.3.6.1.2.1.31

1.. sysOREntry.s... Objec.. 1.3.6.1.6.3.1 v
< >
Save | Cancel | Undo | Notes | Help |

NerveCenter attempts to communicate with the node using the SNMP version specified in the
SNMP Version field on the SNMP tab. See Testing SNMPv1 and v2c¢ agents below and Testing
SNMPv3 agents below for details.

Testing SNMPv1 and v2c agents

To test the agent on a node configured in NerveCenter with SNMP version 1 or 2c, the Test Version poll
sends the agent an SNMP GetRequest for the system description, sysDescr.0. This operation is similar
to the GetRequest issued by clicking the Get button on the Query Node tab of a node’s definition window.

Testing SNMPv3 agents

To test the agent on a node configured in NerveCenter with SNMPv3, the Test Version poll issues
GetRequest messages for the following:

m Engine ID for a node
m Boots/timeticks if the security level on the node is either AuthNoPriv or AuthPriv

m sysObjectlD for the node
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To establish communication, NerveCenter sends a GetRequest for the node’s sysObjectID. Before
sending this GetRequest, however, NerveCenter first requires engine information such as enginelD,
engine boots, and time ticks. If this information is not known to NerveCenter, NerveCenter cannot send a
request to the agent.

NerveCenter must obtain engine information in the following cases:
m When the SNMPv3 node has an 'v3InitFail' error status

This status indicates that the enginelD for that node is not available to NerveCenter. NerveCenter
first obtains the engine ID. Then, if the security level for the node is other than NoAuthNoPriv,
NerveCenter obtains the boots and time ticks.

m  When the SNMPv3 node has an error status of 'TimeSyncFail.'

This status indicates that the engine boots and time ticks for that node are not available to
NerveCenter.

m  When someone has changed the Authentication and Privacy passwords in NerveCenter
Administrator but did not update the passwords on the SNMPv3 agent.

You must change the passwords on the agent and run the TestVersionPoll to restore proper
communication.

After obtaining the engine information, NerveCenter can send the sysObjectID request.

When NerveCenter Classifies Node SNMP Versions

There are two main ways that NerveCenter classifies nodes:

m On demand—You can issue a classify command in NerveCenter Client to classify one, several, or
all nodes in the database.

m Automatically—You can set up auto-classification in NerveCenter Administrator. Then, when
NerveCenter adds nodes to its database (discovered from a trap, added from a network
management platform, or imported from another NerveCenter), any nodes without version
information are classified at the highest possible level. NerveCenter does not attempt auto-
classification for nodes that you add manually in Client. Refer to SNMP Auto and Manual
Classification Settings in Managing NerveCenter for details about auto-classification.

When you enable auto-classification, NerveCenter attempts auto-classification in the following
instances:

m A node is added through a node file either from importutil or from the Client, and the node does not
have a version or has the version “Unknown.” This would happen, for example, if you were
importing the node from a previous version of NerveCenter.

m A node is imported from another NerveCenter Server, and the node does not have a version or has
the version “Unknown.”

m A node is added from a trap, and the node’s version is not v3. NerveCenter needs to verify whether
these nodes are v1 or v2. If the trap indicates v3, NerveCenter does not need any further
verification.
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m NerveCenteris co-resident with network management platform and the platform sends nodes to
NerveCenter. All nodes added from a NMP are v1 by default.

Note: NerveCenter does not attempt to auto-classify nodes added manually in Client.

Disabling auto-classification in Administrator prevents auto-classification for all these cases. If you
choose to disable auto-classification, bear in mind that NerveCenter does not poll nodes whose SNMP
version is unknown. (You can still classify nodes manually in NerveCenter Client using the available
commands.)

How NerveCenter Classifies a Node SNMP Versions

There are two main ways that NerveCenter classifies nodes:

m Manually—You can issue a classify command in NerveCenter Client to classify one, several, or all
nodes in the database.

m Automatically—NerveCenter can be configured to classify nodes when they are added to its
database (discovered from a trap, added from a network management platform, or imported from
another NerveCenter). Refer to SNMP Auto and Manual Classification Settings in Managing
NerveCenter for details about auto-classification.

Following is a summary of classification.

Each time NerveCenter attempts to classify a node, NerveCenter sends a series of classification
requests (GetRequest messages) to the node. NerveCenter classifies the node based on the responses
to these requests. Each request corresponds to an SNMP version—either v1, v2c, or v3.

While classifying a node, NerveCenter attempts to detect the maximum supported version on the agent
up to a maximum specified version, which you can configure in NerveCenter Administrator. So, for
example, if you set a maximum classification version of v2c, NerveCenter never attempts to classify
nodes any higher than v2c. (However, you can manually specify any version for a node and then test
communication with the agent using that version. See Manually Changing the SNMP Version Used to
Manage a Node on page 99 for details.)

Based on the response to its messages, NerveCenter changes its SNMP version setting for the node.

Caution: Note the following about node classification: 1) If NerveCenter fails to classify the node, then
the version of the node is set to “Unknown.” NerveCenter cannot poll a node with an unknown version;
2) A node must have correct version information, either supplied manually by the user or obtained via
classification, before NerveCenter can successfully poll the node or process a trap from the node.
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NerveCenter Support for SNMPv3

SNMP version 3 is an extension of SNMP that addresses security and administration.

Overview of NerveCenter SNMPv3 Support

NerveCenter support for SNMPV3 includes new data types and enhanced security for communication.
SNMP v1 and v2c rely on community names for authentication. SNMPv3 enhances authentication and
expands its services to include privacy. SNMPv3 also expands on the earlier concept of MIB views to
control access to management information by using a View-based Access Control Model (VACM) to
determine a user’s access level for viewing MIB data.

Following are highlights of NerveCenter support for SNMPv3:

m Before NerveCenter can discover SNMPv3 agents on nodes, the nodes must have an initial user
configured for discovery.

See Configuring an Initial User for Discovering an SNMPv3 Agent in Managing NerveCenter.

Refer to Confirming the SNMP Version for a Node on page 111 for details about testing
communication with a node using the NerveCenter Test Version poll.

m NerveCenter communicates (sends polls) with SNMPv3 agents on behalf of a specified
NerveCenter user (the global User #1 or User #2 accounts, or a node-specific user). Before
NerveCenter can poll SNMPv3 agents, the agents must be configured to support the user, security
level, and potentially the context.

See Configuring an SNMPv3 Agent for NerveCenter in Managing NerveCenter.
See Configuring SNMPv3 Security Settings in Managing NerveCenter.

m NerveCenter supports three security levels for communicating with SNMPv3 agents. By default,
NerveCenter sets the security level to noAuthNoPriv, which means the v3 agent sends and
receives messages without authentication or encryption.

See NerveCenter Support for SNMPv3 Security on the next page for details about security.

Refer to Changing the Security Level of an SNMPv3 Node on page 102 for details about setting a
node’s security level.

m The authentication and privacy protocols require specialized authentication and privacy keys,
which are generated from the corresponding passwords. You can change these passwords in
NerveCenter, thereby changing the keys.

See NerveCenter Support for SNMPv3 Digest Keys and Passwords on page 119.

See Configuring SNMPv3 Security Settings in Managing NerveCenter.
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m NerveCenter supports the HMAC-MD5-96 (MD5) or HMAC-SHA-96 (SHA) protocols for
authentication on a per-node basis, and DES, 3-DES, AES-128, AES-192, or AES-256 as privacy
protocols. If you change an agent’s authentication protocol, you must likewise configure
NerveCenter to use that protocol to manage the corresponding node in its database.

Refer to Changing the Authentication Protocol foran SNMPv3 Node on page 105 for details about
changing the authentication protocol used by NerveCenter for an agent.

m A node must have SNMP version information before NerveCenter can poll or process a trap from
that node. NerveCenter can discover the node version both automatically or manually. If auto-
classification is enabled, then a newly added node (e.g., discovered from a trap, added from a
platform such as HP OpenView, imported from another NerveCenter installation) will be classified
at the highest level possible.

Note: NerveCenter auto-classification is disabled by default. You must enable it before NerveCenter
can classify nodes added to its database.

See SNMP Auto and Manual Classification Settings in Managing NerveCenter.

Refer to Classifying the SNMP Version Configured on Nodes on page 107 for details about
classifying nodes manually.

m  SNMPv3 operations are logged to a file so that you can follow the progress of v3 activities. The log
includes information about activities (e.g., a key change initiated by the user) as well as errors that
occur while NerveCenter attempts to perform the activities.

See Viewing the SNMPv3 Operations Log on page 120.

See SNMP Error Status on page 124 for information about SNMPv3 errors.

NerveCenter Support for SNMPv3 Security

SNMPv3 enables devices to communicate in a secure fashion using message authentication to validate
users and encryption to provide communication privacy. SNMPv3 provides a User-based Security Model
(USM) to establish authentication and secrecy.

SNMPv3 nodes can have one of the following security levels:

m NoAuthNoPriv — Neither message authentication nor encryption is used while communicating
with the agent. No passwords are required.

m AuthNoPriv — Message authentication is used without encryption while communicating with the
agent. An authentication protocol and password are required to be set up in agreement on the
device and within NerveCenter's definition for the respective node. In NerveCenter The
authentication protocol and password to be used can be set to either of the global protocols and
passwords User #1 or User #2, or can be set on a per-node basis.

m AuthPriv — Both authentication and encryption are used when communicating with the agent.
Both the authentication and privacy specifics are required to be set up in agreement on the device
and within NerveCenter’s definition for the respective node. In NerveCenter the protocols and
passwords can be set to either of the global User #1 or User #2 definitions, or can be set on a per-
node basis.
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Communication between any two SNMPv3 entities takes place on behalf of a uniquely identified domain
user. The security level used for this communication defines the security services — message
authentication and encryption — used while exchanging data. NerveCenter communicates with SNMPv3
nodes on behalf of the NerveCenter poll user in the poll context.

If you do not specify a security level foran SNMPv3 node, NerveCenter uses the NoAuthNoPriv security
level by default, which means that message authentication and encryption services are not used for data
exchange with the node.

Note: The NerveCenter poll users (User #1 and User #2), contexts, and the authentication and privacy
passwords can be changed in NerveCenter Administrator.

The node-specific information (such as version, security level, and authentication protocol) used to poll
each SNMPv3 node is configured in NerveCenter Client. A node-specific poll user and associated
credentials can be managed from the SNMP tab on the Node screen (see "Changing the Security Level
of an SNMPv3 Node" on page 102).

NerveCenter Support for SNMPv3 Digest Keys and Passwords

SNMPv3 allows two devices to communicate in a secure fashion using message authentication and
encryption to ensure secrecy. In any SNMPv3 communication, one of the two communicating entities
plays a role of authoritative entity for the communication, and communication is performed on behalf of a
unique user within the management domain.

The sender of a secure message attaches a code, or digest, for authentication and encrypts the message
to ensure privacy. To generate this digest, the sender uses an authentication key at the authoritative
entity of the user on whose behalf communication takes place. Similarly, to encrypt a message, the
sender uses a privacy key at the authoritative entity of the user on whose behalf communication takes
place. These keys are generated from the authentication password and privacy password, respectively.

SNMPv3 specifications have defined a localized key-generation scheme. For every user, the
authentication key at every SNMPV3 entity is a function of the snmpEnginelD of that entity, the user’s
authentication password, and the authentication protocol. For every user, the privacy key at every
SNMPVv3 entity is a function of the snmpEnginelD of that entity, the user’s privacy password, and the
privacy protocol. NerveCenter supports this localized key-generation scheme.

NerveCenter communicates with SNMPv3 nodes on behalf of a NerveCenter user (User #1, User#2, or a
local, node-specific user). NerveCenter needs to know the authentication and privacy passwords for this
user to generate the keys required for secure communication. Whenever NerveCenter learns the
snmpEnginelD of a newly discovered SNMPv3 agent with a security level other than NoAuthNoPriv,
NerveCenter generates these keys for the NerveCenter poll user on that agent:

m [f authentication is required (a security level of AuthNoPriv is specified for the node), the sender
uses the authentication key to generate the digest for the message, which is appended to the
message.

m If encryption is required (a security level of AuthPriv is specified for the node), the sender uses the
privacy key to generate the digest for the message. For this security level, only the privacy digest is
required; privacy assumes authentication, and you cannot have encryption without authentication.

NerveCenter 6.2 Designing and Managing Behavior 119
Models



n NerveCenter Support for SNMPv3

On receipt of a secure message, a receiver does the following:
m Separates the message from the digest (authentication or privacy).
m Uses the corresponding key from its local store to generate the message’s local digest copy.

m Compares the local digest with the one received in the message. If the two digests match, the
recipient authenticates or decrypts the message using the corresponding local key. If they do not
match (indicating a lack of authentication), the recipient discards the message.

m The recipient reads and processes the message.

Viewing the SNMPv3 Operations Log

Whenever a NerveCenter Server receives a request foran SNMPv3 operation or an error occurs while
attempting to perform an SNMPv3 operation (e.g., v3 initialization fails), the NerveCenter Server logs a
message to V3Messages.log, which resides in the NerveCenter installation log directory on the
NerveCenter Server host machine. The file contains messages about SNMPv3 operations and errors
resulting from requests that originate with any connected NerveCenter Clients, Administrators, and
Command Line interfaces.

After logging the error, the NerveCenter Server notifies all connected NerveCenter Clients and
Administrators in the following ways:

m If you are logged on to the NerveCenter Client or Administrator that initiated the operation that
caused an error condition, NerveCenter displays the error that was logged.

m If you are logged on to a NerveCenter Client or Administrator that did not initiate the error condition,
ared icon appears in the status bar; double-click the icon to display the NerveCenter Server with
the SNMPv3 error. If your Client or Administrator is connected to more than one Server, the dialog
box lists all servers that currently have an error condition.

When your NerveCenter Client or Administrator displays a dialog box with an error condition, you can do
either of the following:

m  Acknowledge the error condition by “signing the log.” When you sign the log, NerveCenter notes
that in the log file and changes the red icon back to green for all connected Clients and
Administrators.

m Dismiss the dialog box without acknowledging the error condition, in which case only the icon in
your Client or Administrator turns green. The icon remains red for all other connected Clients and
Administrators to signal that the NerveCenter Server has an unacknowledged/unsigned error.
Moreover, the Server does not indicate acknowledgment in the log file.

You must have administrator rights to initiate an SNMPv3 operation that can result in an error or to
acknowledge a logged error condition. If you are logged on with only user rights, you can dismiss the error
dialog box but not acknowledge an error condition.

Whether you acknowledge or dismiss the error, all messages remain in the V3Messages.log.
For more information, refer to the following topics:
m "Signing a Log for SNMPv3 Errors Associated with Your Client" on the facing page
m "Signing a Log for SNMPvV3 Errors Associated with a Remote Client or Administrator" on page 122

m "Viewing the SNMPv3 Operations Log" on page 123

120

Designing and Managing Behavior NerveCenter 6.2
Models



Viewing the SNMPv3 Operations Log n

Signing a Log for SNMPv3 Errors Associated with Your Client

Whenever an SNMPV3 operation is requested or an error occurs while attempting an SNMPv3 operation,
the NerveCenter Server logs a message to V3Messages.log. If you are logged in to the NerveCenter
Client that initiated the logged request, NerveCenter displays a dialog box with that error.

Error In Server! X
The following servers have enors. Please check their log files for details.

Check the servers to sign their log files and dismiss the errors.

NERVECENTER

ok ] vee |

Figure 23: Operations Log Error in Server Dialog Box for Your Client

Users with administrator rights can acknowledge a logged condition from NerveCenter Client by signing
the Operations log. Signing the log causes the icon to turn green in all connected Clients/Administrators.

You can also dismiss the dialog box without acknowledging the error condition. If you are logged on with
user rights rather than administrator rights, your only option is to dismiss the dialog box; you cannot sign
the Operations log..

TO SIGN THE OPERATIONS LOG

1. Afterviewing the message that NerveCenter displays on your screen, check the Sign the log and
dismiss errors checkbox.

2. Click OK.

The icon in the Status Bar turns green for all Clients or Administrators connected to the designated
NerveCenter Server. You can later view this message again in the Operations log.

This V3Messages.log file resides in the NerveCenter installation log directory. The file can be viewed in a
text editor or word processor.

TO DISMISS THE ERROR IN SERVER DIALOG BOX

m Click OK without checking the checkbox.

In this case, only the icon in your Client turns green. For all other connected Clients and
Administrators, the icon remains red and signals to those modules that the NerveCenter Server
has some error that remains unacknowledged.
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Signing a Log for SNMPv3 Errors Associated with a Remote Client or
Administrator

Whenever an error occurs while attempting an SNMPv3 operation, the NerveCenter Server logs a
message to V3Messages.log. If you are logged on to a remote NerveCenter Client (one that did not
initiate the error condition), the status bar displays a red icon.

Users with administrator rights can acknowledge a logged condition from NerveCenter Client by signing
the Operations log. Signing the log causes the status icon to turn green in all connected
Clients/Administrators.

You can also dismiss the dialog box without acknowledging the error condition. If you are logged on with
user rights rather than administrator rights, your only option is to dismiss the dialog box; you cannot sign
the Operations log..

TO SIGN THE OPERATIONS LOG

1. Double-click the red icon in the Status Bar.
The Error In Server dialog box is displayed.

Error In Server! x
The following servers have enors. Please check their log files for details.

Check the servers to sign their log files and dismiss the errors.

MNERVECENTER

ok | Hep |

2. Check the NerveCenter Server or Servers for which you want to sign the log.
3. Click OK.

The icon in the Status Bar turns green for all Clients or Administrators connected to the servers
you checked. At a suitable time, you can open the Operations log and view the new message. This
file, named V3Messages.log, resides in the NerveCenter installation log directory. The file can be
viewed in a text editor or word processor.
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TO DISMISS THE ERROR IN SERVER DIALOG BOX

1. Double-click the red icon in the Status Bar.
The Error In Server dialog box is displayed.

2. Click OK without checking any of the checkboxes.

In this case, only the icon in your Client turns green. For all other connected Clients and
Administrators, the icon remains red and signals to those modules that the NerveCenter Server
has some error that remains unacknowledged.

Viewing the SNMPv3 Operations Log

Whenever an SNMPv3 operation is requested or an error occurs while attempting the operation, the
NerveCenter Server logs a message to the V3Messages.log file, which resides in the NerveCenter
installation log directory on the NerveCenter Server host machine.

The file can be viewed in a text editor or word processor. As NerveCenter adds more messages to the file,
the file continues to grow until you manually remove old messages.

The log entries resemble the following:
06/20/2017 09:26:29 Tue - Event ID : NC SERVER; Category ID : NC
THREAD V30P; /
Error Status : AutoClassifyFail; Error while communicating

using SNMPvl for 10.52.174.51 /
because of : NC PORT UNREACHABLE;

Following are the fields in the log:

Table 12: Fields in the Operations Log

Field Description

Date/Time | Date and time the record was logged. The format is month/day/year, hour/minute/second,
and day (for example, 12/16/2017 11:32:29 Sat).

EventID This always NC_SERVER.

CategoryID | Name of the thread where the event occurred.

Error One of several error status strings. See Error Status for a description of SNMPv3 error
Status status messages and which ones cause polling to stop for a node.
Error Details of the error or operation.
Description
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SNMP Error Status

When NerveCenter is unable to complete an SNMP operation on a node, the error status is displayed in
the Node List (NerveCenter Client and Web Client) and in the SNMP tab of the node’s definition window
(NerveCenter Client). Figure 24 shows the Node List window in the Client.

r

3 NERVECENTER:Node List o & =

Mode Count: 4 || Search

E’ Name IP Address { Group[ Severity I Man... [ e | S [ Error Status I § IP Addresses

1 nervecenter  192.168.1.191 Ilcmp Normal Man.. No vl 192.168.1.191

2 Cisco-Switch 192.168.1.220 Mib-ll Inform  Man.. No wv2c

3 Linksys-Ro.. 192.168.1.1 Mib-ll. Normal Man.. No vl  AutoClassif...

4 LAPTOP-7).. 192.168.1.184 Ilcmp MNormal Man.. No vl

< >
Open | New Motes Close Export... Help

Format EnginelD [

Figure 24: Node List Window

Though most of the error strings correspond to SNMPv3 errors, some are applicable for v1 and v2c errors
as well. These are noted in the descriptions below.

Sometimes error conditions can be corrected simply by running the SNMP Test Version poll. Others may
require configuration changes to the node's SNMP agent. After changing the configuration of an SNMP
agent, always test communication with the node in NerveCenter Client prior to polling the node.

The following list describes each possible SNMP error status.

m V3InitFail — An attempt to get the snmpEngine ID of an SNMPv3 agent failed or the SNMPv3
configuration defined for that node is causing a failure at the SNMPv3 communication layer. This
can occur either when NerveCenter first attempts to poll the node using the SNMPv3 configuration
or at any point when the SNMP agent changes its SNMPv3 configuration. For all of these cases,
the V3InitFail is augmented by one of the following values in the SNMPv3 Status field
(NerveCenter Client):

o ConfigurationError — The node’s SNMP definition is incomplete with respect to its Security
Level. This status is discovered and reported by NerveCenter before issuing an SNMPv3
request to an SNMP Agent.

Operator intervention is required. The node’s SNMP v3 definition must contain a
User Name regardless of the Security Level — AuthNoPriv requires an
Authentication Protocol and Password; AuthPriv requires Authentication and
Privacy Protocols and passwords for each.

o UnknownUsername — The SNMP Agent reports that the SNMPv3 User Name being sent by
NerveCenter is not one of the user names that it has been configured to handle.

o UnknownContext — The SNMP Agent reports that the SNMPv3 Context being sent by
NerveCenter is not appropriate. Many SNMP Agents do not report this value, eveniifit is the

underlying issue. Instead, the SNMP Agent may not issue any response and the operation will
time out.
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o UnavailableContext — The SNMP Agent reports that the SNMPv3 Context being sent by
NerveCenter is known but inapplicable to the operation (poll, discovery, or classification) being
attempted. Many SNMP Agents do not report this value, even if it is the underlying issue.
Instead, the SNMP Agent may not issue any response and the operation will time out.

o UnsupportedSecLevel — The SNMP Agent reports that it cannot handle the Security Level
defined in a request issued to it by NerveCenter.

o UnknownEnginelD — Either NerveCenter's SNMP Stack or the SNMP Agent is reporting an
issue with the snmpEnginelD used for SNMP v3 communication. This can occur if the
snmpEnginelD is changed on the SNMP Agent during polling.

o IncorrectAuthPasskey — The SNMP Agent reports that the Authentication passkey (digest)
being issued by NerveCenter is not correct. This generally occurs in one of two cases: 1) An
incorrect password was entered either on the SNMP Agent or in NerveCenter, or 2) The
password was entered correctly at both ends, but the selected Authentication protocol is
mismatched between the SNMP Agent and NerveCenter.

m ClassifyFail — An attempt to obtain the node’s SNMP version failed during a classification attempt.
The node’s version will be set to “Unknown” and it will not be polled. You can manually change the
version or try to classify the node again.

m AutoClassifyFail — An auto-classification attempt failed to obtain the node’s version. The node’s
version will be changed to “Unknown” and it will not be polled. You can manually change the version
or try to classify the node again.

Note: ClassifyFail and AutoClassifyFail status values are not limited to SNMPv3 agents. If
NerveCenter attempts to classify an agent and fails for some reason (e.g., the agent is down),
NerveCenter will mark the node with ClassifyFail or AutoClassifyFail regardless of the SNMP version
supported on the agent.

m TestVersionFail — At attempt to poll the SNMP agent failed. The Test Version poll sends a
GetRequest message for a node based on the SNMP version configured for that node.

If the Test Version pall fails, polling will not happen for this node. In that case, you may need to
reconfigure the agent on this node. Then, try running the Test Version poll again (from a node’s
definition window or the right-click menu in the node list).

Note: TestVersionFail is not limited to SNMPv3 agents. You can test the version of any SNMP agent
with this feature.

m Configuration Mismatch — Indicates an SNMP trap was received but there is some problem with
the configuration on the agent. If NerveCenter is unable to decode a trap due to some unspecified
reason (e.g., unsupported authentication or privacy parameters on the agent or an incorrect
NerveCenter user name), NerveCenter can receive the trap and add the node to its database if
configured to discover nodes via traps. After adding the node to its database, however,
NerveCenter assigns an error status of Configuration Mismatch.

Note: Any error that occurs during trap decoding always results in a Configuration Mismatch error.
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m TimeSyncFail — An attempt to get the node’s snmpEngine boots/timeticks failed. Polling will
continue for this node. If any polls successfully reach the node, the node responds with an “Out of
time window” report PDU that contains the correct boots/timeticks, and NerveCenter can then
update this information for the node. For the initial polls that generate the report PDU, the SNMP_
NOT_IN_TIME_WINDOW trigger will be fired.

> You can ignore this message, which simply indicates that NerveCenter is getting in sync with
that node. You can recover from this error status by right-clicking the node in the Node List and
selecting v3TestPoall. If the agent corresponding to the node is up, the test poll should be
successful and clear the error message. The SNMPv3 Status field will be set to the following:

m NotinTimeWindow — This is the reply sent by the SNMP Agent or declared by NerveCenter's
SNMP stack upon investigating a request or response PDU wherein the SNMPv3 timestamp
handling shows a time sync failure.

Using the SNMP Test Version Poll

When configuring an SNMP agent or if you encounter problems polling a node, you can test whether
NerveCenter can communicate with the agent. NerveCenter provides an SNMP test poll that verifies
communication with the node using the SNMP version specified for the node. If the agent is configured for
SNMPv3, this poll helps you determine whether the agent is correctly configured for communication with
NerveCenter.

If the poll fails to establish a connection for the specified SNMP version, a TestVersionFail error is
displayed for the node, and polling will not happen for this node.

Testing SNMPv1 and v2c Agents

To test the agent on a node configured in NerveCenter with SNMP version 1 or 2¢, the Test Version poll
sends the agent an SNMP GetRequest for the system description. This operation is similar to the
GetRequest issued by clicking the Get button on the Query Node tab of a node’s definition window.

Testing SNMPv3 Agents

To test the agent on a node configured in NerveCenter with SNMPvV3, the Test Version poll issues
GetRequest messages for the following:

m Engine ID for a node
m Boots/timeticks if the security level on the node is either AuthNoPriv or AuthPriv
m  SysObjectID for the node

To establish communication, NerveCenter sends a GetRequest for the node’s sysobjectID. Before
sending this GetRequest, however, NerveCenter first requires engine information such as enginelD,
engine boots, and time ticks. If this information is not known to NerveCenter, NerveCenter must send a
request to the agent.
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NerveCenter must obtain engine information in the following cases:

m  When the SNMPv3 node has an 'v3InitFail' error status. This status indicates that the enginelD for
that node is not available to NerveCenter.

m NerveCenter first obtains the engine ID. Then, if the security level for the node is other than
NoAuthNoPriv, NerveCenter obtains the boots and time ticks.

m  When the SNMPv3 node has an error status of 'TimeSyncFail.' This status indicates that the
engine boots and time ticks for that node are not available to NerveCenter.

m  When someone has changed the Authentication and Privacy passwords in NerveCenter
Administrator but did not update the passwords on the SNMPv3 agent. You must change the
passwords on the agent and run the V3TestPoll to restore proper communication.

After obtaining the engine information, NerveCenter can send the SysObjectID request.

How To Use the Test Version Poll

Follow the steps below to verify communication with a node using the Test Version poll.

To use THE SNMP TEST VERSION POLL

1. From the client’'s Admin menu, select Node List.
The Node List window is displayed.

B NERVECENTER:Node List =N Ech I~

Node Count : [ || Search

ID I Name l IP Address Group I Severity I Managed I Suppressed | SNMP Version I Eq IP Addresses
3 Cisco-WirelessVPNRouter  192.168.1.220  Mib-II Inform  Managed No vac 192.168.1.191
1 LAPTOP-7JGKAICD 192.168.1.184  lemp Normal Managed No vl

2 Linksys-Router 192.168.1.1 Mib-Il Normal Managed No vl

4 nervecenter 192.168.1.191  NerveCenter Normal Managed No vi

5 HP-Photosmart-6520 192,168.1.242 lcmp Normal Managed No vl

6 nc6200-centosb-g 192.168.1.239  NerveCenter Normal No No vl

< >

Open | New Nates Close Export... Help
Format EnginelD [
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2. Right-click one or more nodes you want to test, then select Test Version.

Note: You can also issue this poll for a particular node by selecting the node in the list, clicking the
Open button, and selecting Test Version in the SNMP tab.

The Status Bar indicates the status of the test. If the test fails to establish a connection for the specified
SNMP version, a TestVersionFail error is displayed for the node.
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Recall that a property is a string, a property group is a container for properties, and property groups are
assigned to nodes. In general, before NerveCenter will use a behavior model to manage a node, the
following requirements must be met:

m The property of any poll in the behavior model must be in the node’s property group.

m  The name of the base object used in the poll condition of any poll in the behavior model must be in
the node’s property group.

m The property of any alarm in the behavior model must be in the node’s property group.

This chapter concentrates on the mechanics of listing all existing property groups and properties, creating
properties, creating property groups, and assigning property groups to nodes. The chapter concludes with
a section that offers suggestions on how to use property groups effectively.

Listing Property Groups and Properties

When NerveCenter is first installed and the NerveCenter database is created, many property groups are
loaded into the database. Before you begin creating new property groups, you should review these
existing property groups and see if one of them meets your needs. Or perhaps you can create the property
group you need by modifying an existing property group.

The following sections explain how to display a list of property groups and how to display a list of the
properties in a property group:

m Listing Property Groups on the next page

m Listing Properties on page 131
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7

Listing Property Groups

TO DISPLAY A LIST OF THE PROPERTY GROUPS CURRENTLY DEFINED IN THE DATABASE FOR THE ACTIVE
SERVER

m From the client’s Admin menu, choose Property Group List.
This action causes NerveCenter to display the Property Group List window.

B NERVECENTER:Property Group List [ -5 ==
~Property Groups———————————————— ~ Properties
icmpStatus
il nl-ping Property |
NCDefaultGroup
NerveCenter B I
Attributes:
New Property Group Mew Property
| b | oo | || _es | odee | e |
Save I Cancel | Undo | MIB to Gloq:l Help | 0ID To Property Group

The existing property groups are listed in alphabetical order in the Property Group list on the left
side of the window.
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Listing Properties

You generally only display properties in the context of a property group. That is, you don’t view all the

properties defined in the database in a single list; you view a list of properties that belong to the same
property group.

TOLIST THE PROPERTIES IN A PROPERTY GROUP

1. From the client's Admin menu, choose Property Group List.
NerveCenter displays the Property Group List window.

| B NERVECENTER:Property Group List o] & ] |

Property Groups Properties

atEntry

eagp
NCDefaultGroup egpMeighEntry
NerveCenter

icmp
fEntry
interfaces

ip

ip&ddiEntry

ipMetToMediaEntry

ipRouteE ntry

nl-ping v

Property |

Source I

Attributes:

New Property Group New Property
| I
ap | dd | Delete | dd | elete | e |

Save I Cancel | Undo | MIB to Gloq:l Help | 0ID To Property Group

2. Select a property group from the Property Group list.

All of the properties belonging to that property group are listed in alphabetical order in the Property
list on the right side of the window.
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Creating a Property

If you design a new behavior model and intend it to manage a group of nodes that don’t currently share a
unique property, you must create a property to serve as that unique property. Because you must create
this property in the context of an existing property group, you will probably need to create a property group
before you create your property, as described in Creating a New Property Group on the facing page. Once
you've created both the property group and the property, you can assign the new property group to the
nodes you want to manage with the new behavior model.

TO CREATE A PROPERTY

1.  From the client's Admin menu, select Property Group List.
The Property Group List window is displayed.

B NERVECENTER:Property Group List [ -2 ==

Property Groups Properties
icmpStatus

Mib-ll niping Property I

NCDefaultGroup

NerveCenter e I

Attributes:
New Property Group New Property
| | Delete | | | |
Save | Cancel | Undo | MIB to Gloupl Help | QID To Property Group

2. Select a property group from the Property Group list.

Often you select a property group that you've created expressly to contain your new property.
When you create the property, it will belong to this property group.

3. Type the name of the new property in the New Property text field.

Note: The maximum length for property names is 255 characters.

4. Select the Add button below the Property list.
The property is added to the Property list.

5. Select the Save button at the bottom of the window.
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Creating a New Property Group

As you develop your network management strategy, you may need to create new property groups. For
example, NerveCenter ships with a property group called Router that you can use to uniquely identify the
routers on your network. However, suppose you decide that while some of your behavior models should
apply to all routers, others should apply to either campus routers or backbone routers, but not both. To
handle this problem, you might create two new property groups, CampusRouter and BackboneRouter.
Each can be a copy of Router to which you add one unique property. For instance, you might add the
property campusRouter to the property group CampusRouter and the property backboneRouter to the

property group BackboneRouter. You could then assign these new property groups to the appropriate
nodes.

There are three methods of creating a property group:

m You can base the new property group on an existing one. In this case, you copy an existing property
group and then add one or more new properties to it. This is the technique used in the hypothetical
example above.

m You can create a property group that contains the names of the base objects in one or more MIB
definitions. This technique is useful when you add new hardware to your network and there is a
special MIB defined for that hardware. Basing the property group on this MIB ensures that you'll
meet one of the prerequisites for making the new device pollable: the base object used in the poll
condition will be in the property group.

m You can create an empty property group and add properties to it one by one. Obviously, this option
gives you the greatest flexibility, but it also is the most time consuming.

For further information on the three methods of creating a property group, see the sections listed below:
m Based on an Existing Property Group on the next page
m Based on the Contents of MIBs on page 135
m Adding Properties Manually on page 138
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Based on an Existing Property Group

Earlier, we mentioned that you could create a property group for campus routers by copying the predefined

property group Router, naming the copy CampusRouter, and adding to the new property group the unique
property campusRouter.

TO CREATE A NEW PROPERTY GROUP BASED ON AN EXISTING ONE

1.  From the client's Admin menu, select Property Group List.
The Property Group List window is displayed.

B NERVECENTER:Property Group List

Property Groups Properties
:thDntry Property |
NCDefaultGroup egpMeighEntry
NerveCenter icmp v I
fEntry
interfaces Attributes:
ip
ip&ddiEntry
ipMetToMediaEntry
ipRouteE ntry
nl-ping v
New Property Group New Property
| dd | Delete | | elete | — |
Save I Cancel | Undo | MIB to Gloq:l Help | 0ID To Property Group

2. From the Property Group list, select the property group that you want to copy.
The properties contained in this property group are displayed in the Property list.

3. Type aname for the new property group in the New Property Group text field.

B NERVECENTER:Property Group List

Property Groups Properties
:thDntry Property |
NCDefaultGroup egpMeighEntry
NerveCenter icmp Source I
fEntry
interfaces Attributes:
ip
ip&ddiEntry
ipMetToMediaEntry
ipRouteE ntry
nl-ping v
New Property Group New Property
-|l-restricted I
Save | Cancel | Undo | MIB ta Eluuq Help 0ID To Property Group
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Note: The maximum length for property group names is 255 characters.

4. Select the Copy button, located below the New Property Group text field.
Your new property group appears in the Property Group list and is highlighted.

5. Use the procedure explained in the section Creating a Property on page 132 to add one or more
new properties to your property group.

6. Select the Save button.

Based on the Contents of MIBs

If you purchase a new device that comes with a new vendor MIB, your NerveCenter administrator should
incorporate the new MIB into NerveCenter's compiled MIB so that you can take advantage of the new
information provided by the vendor. In addition, you should create a new property group that contains
properties for all the base objects in the new MIB. Why? Recall that a node’s property group must contain
properties for each of the MIB base objects you monitor on the node. If you want to poll the new device for
the values of the attributes belonging to the new MIB objects, you need properties for the new base
objects in the device’s property group.

TO CREATE A NEW PROPERTY GROUP BASED ON THE CONTENTS OF ONE OR MORE MIBS

1. From the client’s Admin menu, select Property Group List.
The Property Group List window is displayed.

B NERVECENTER:Property Group List [o] ==

Property Groups Properties
icpStatus

il nkping Property I

NCDefaultGroup

NerveCenter CTRNCE I

Attributes:
New Property Group New Property
| | Delete | | | |
Save I Cancel | Undo | MIB to Gloupl Help | 0ID To Property Group
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2. Select the MIB to Group button at the bottom of the window.
NerveCenter displays the MIB to Property Group window.

MIB to Property Group ? X
MIB Modules [81) Base Objects Attributes

APPLICATION-MIB A
ATM-MIB

ATM-SOFT-FYC-MIB

BGP4-MIE

BRIDGE-MIB

CHARACTER-MIB

DIAL-CONTROL-MIB
DNS-RESOLVER-MIB

DNS-SERVER-MIB

DSA-MIB

ENTITY-MIB

EtherLike-MIB v

Property Group Name

‘ 0K I Cancel | Help |

All of the MIBs in NerveCenter's compiled MIB are displayed in the MIB list. If you select one of

the MIBs in the list, the names of the base objects for that MIB are displayed in the Base Objects
list.

3. Select from the MIB list a MIB whose base objects you want to become properties in your new
property group.

4. Enter aname for your property group in the Property Group Name text field. Or leave there the
default name that NerveCenter has supplied.

MIB to Property Group ? X
MIB Modules [81) Base Objects [15) Attributes
DNS-SERVER-MIB ~  |hiDeviceEntry A
DSaMIB hrDiskStorageEnty
ENTITY-MIB hiFSEntry
EtherLike-MIB b etwork Entry
FDDI-SMT73-MIB hiPartitionE ntry
FRNETSERV-MIB hrPrinterE ntry
HOST-RESDURCES-MIB hrProcessorE ntry
HPOV-NNM-MIB hrStorage
IF-MIB hrStorageEntry
IMa-MIB hiSwinstalled
Mal-MIB hrSwinstalledE ntry
MI0X25-MIB v |hiSWRun v

Property Group Name
|HUST-HE50UHCES-MIB 0K I Cancel Help

5. Select the OK button.

The MIB to Property Group window is dismissed, and the name of your new property group
appears in the Property Group list in the Property Group List window. If you wanted to base your
property group on just one MIB, you're finished. If you want the new property group to contain the
names of the base objects from more than one MIB, continue with Step 6.

6. Inthe Property Group List window, select the MIB to Group button again.
The MIB to Property Group window is displayed.
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